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"[I]t is possible to condense the enormous mass of results to a large extent--that is to find laws which summarize. . . ."   Richard Feynman (1963)

“It has become fashionable in some circles to argue that science is ultimately a sham, that we scientists read order into nature, not out of nature, and that the laws of physics are our laws, not nature's. I believe this is arrant nonsense. You would be hard-pressed to convince a physicist that Newton's inverse square law of gravitation is a purely cultural concoction. The laws of physics, I submit, really exist in the world out there, and the job of the scientist is to uncover them, not invent them.  True, at any given time, the laws you find in the textbooks are tentative and approximate, but they mirror, albeit imperfectly, a really existing order in the physical world. Of course, many scientists do not recognize that in accepting the reality of an order in nature-the existence of laws ‘out there’-they are adopting a theological world view.” P.C.W. Davies (1995)


The classic problem for a philosophical analysis of scientific law is to distinguish genuine laws of nature from accidental generalizations.  To take a standard example, the sentence "All blocks of 24k gold have mass less than 10,000 Kg" though presumably true does not have the force of law.  If true, it is a kind of accident that no one or thing has accumulated so much gold in one place.  But, in contrast, "All blocks of 24k gold travel at speeds less than that of light" is a good candidate for a (derived) law of nature.  What distinguishes these two sentences?  Not truth value, syntax, or "naturalness" of predicates – the traditional attributes used to distinguish genuine laws from other generalizations.  More recent attempts to distinguish the two trade on "modal character"; the former but not the latter sentence might have been false as far as science is concerned. 


Many philosophical accounts of scientific law are meant to capture this aspect of nomic necessity. Modal character has been cashed out in terms of relations between universals (Dretske 1977, Tooley 1977, Armstrong 1978 and 1983, Swoyer 1982, LaBossiere 1996), relations between physically possible worlds or physically possible courses of history (Pargetter 1984, Vallentyne 1988), as grounded in the essential nature of things (Bigelow, Ellis, and Lierse 1992) or is taken as primitive (Carroll 1987, 1990, and 1994).


Plausibly, this modal character is a part of the very concept of scientific law. As linguistic evidence for this modal content, notice that we are prone to say “what goes up, must come down”, “it’s impossible to construct a perpetual  motion machine”, “a bar of gold could have mass over 10,000Kg”, “nothing can travel faster than light”, and so forth.  Similarly, we often say that laws govern or determine (certain aspects of) the course of events.  This is to say that they require or compel that certain happenings are followed by others–another aspect of modal character. 


That laws have this modal character has been seen as integral to many philosophical concerns relating to counterfactuals, causality and rationality, determinism and free will, explanation, even cosmos.  To take a recent example, laws that govern (and so determine general features of) the history of the universe are seen as evidence of grand design.  In his (1995) Templeton lecture, P.C.W. Davies writes that 

The laws that characterize our actual universe, as opposed to an infinite number of alternative possible universes, seem almost contrived – fine-tuned, some commentators have claimed – so that life and consciousness may emerge.

He joins these commentators and writes that laws are “engineered” so that the universe produces the complex systems necessary for life, a life that in human form finds these laws intelligible.
 Given first that our laws are precisely balanced to avoid chaos and second that we have surprisingly evolved the means to comprehend them, Davies concludes that there is design or purpose in nature.


It is important to distinguish two operative claims made about law in the Davies argument. First, laws are supposed responsible for the universe and second, the laws appear carefully designed with complexity and life in mind. 


The first of these claims is the “theological conception” of laws mentioned in the Davies quote at the beginning of this essay. On this conception, laws are identified with an order in nature ontologically prior to and responsible for the universe. They are theological only in the sense that they are a foundation for the universe, they “govern” the universe’s happenings. Perhaps, then, it would be better to call this sort of view a “governing” conception of laws. In any case, the view is that laws impose certain regularities on the world. This, then, is the modal aspect of law in new guise: Necessity in nature is imposed by the laws.


Of course, in any guise the modal character approach to law may be seen as metaphysically extravagant.  How, the empiricist asks, can science acquire information about what must be the case in addition to what is the case? Many empiricists hope to comprehend scientific law and the practice of science without resort to abstract nomic structure (irreducible governing, irreducible relations between universals, irreducible relations between possibilities, irreducible essential properties, or irreducible modal structure). 


The world postulated by such an empiricist fundamentally involves only the actual sequence of events.  So, a standard empiricist account proceeds by presupposing only particular, qualitative, occurrent fact as fundamental. Hereafter, we call these simply the "occurrent facts”; they can be characterized at least negatively as the facts that are non-modal, non-nomic, non-causal, and non-dispositional.
  For such an empiricist, any true descriptions that appear to go beyond these facts are to be understood as projections of our interests, psychology, or context onto this realm of fundamental fact.  Before describing this empiricist position more precisely, let me give two examples of this "projection".


The best known example of what I have in mind is Hume on causation.  On Hume's definition or, rather, on one of his definitions, "C causes E" means both that events like C are constantly conjoined with events like E and that the idea of E in us is a "lively" one given the idea of C (i.e., there is the feeling of necessity of E given C).  On this view, all there is to causal structure is a sequence of events plus expectations.  So to say that C causes E is, in part, to project a psychological attitude onto the events C and E.


A contemporary example of a projection of subjective features can be found in analyses of counterfactuals, for example David Lewis' (1973).  Counterfactual truth is defined in terms of truth at possible worlds and their relationship to the actual world @: "if A, then C would hold" is (non-trivially) true at @ if and only if C is true at an A-satisfying world more similar to @ than at any A-satisfying worlds where C is false.  But the similarity at work here depends not only on the occurrent facts in various possible worlds but also on features of context including, for instance, speaker's interests.  To take an old example, deciding whether it is true in context c that Caesar would have used atomic weapons rather than catapults, had he fought in the Korean War, we need to know what features of Caesar's actual character and disposition are of greatest salience in context c (those to be held fixed when considering possible worlds sufficiently similar to the actual).  Thus we have an example in which truth value is determined only after certain subjective features of context are "projected" onto the occurrent facts (in the actual world and other possible worlds).  Put differently, whether it is true that Caesar would have used the bomb is a question of context as well as of fact about Caesar.


Examples of such context dependence can easily be multiplied: "hot", "large", "can" are further cases.  The truthful use of each depends on fairly obvious features of context to which user's intentions are especially relevant.  From these examples we can get a feel for the empiricist account of laws to be developed and defended in this paper.  The Humean does not postulate law as a fundamental structure of reality over and above occurrent fact.  Instead, facts about laws are to be understood as somehow determined by occurrent facts together with elements of context. 


We next need a preliminary formulation of what Lewis (1986) calls "Humean supervenience".  According to this thesis, all facts or truths of a world w supervene on, i.e., are determined by, (a) the occurrent facts (of w and perhaps of other worlds
) given (b) social conventions, speaker and hearer's interests, and other psychological states that are part of the context of evaluation.  The examples above are meant to suggest ways that causality and counterfactuals might fit the Humean supervenience constraint.


A number of philosophers (Goodman 1955, Ayer 1956, Rescher 1970) have used Hume's discussion of causality as motivation to give an empiricist account of laws.  Roughly, on their account, laws are true universal generalizations thought to be important for prediction.  So, lawfulness, on analogy with Humean causation, is taken to be constant conjunction plus an attitude.  However, such accounts of law are now out of favor and for good reason: they do not do justice to the objectivity of laws or the practice of science.  Contrary to the Goodman-Ayer-Rescher view, there can be laws no one knows, so to which no one has the appropriate attitude; science strives to discover these. The Davies quote beginning this article stresses this point about the objectivity of laws. The empiricist must do better than the  Goodman-Ayer-Rescher view if she is to make sense of the common conception of law or the practice of science.


Another attempt to fit scientific law into the Humean framework is inspired by J.S. Mill and F. Ramsey and has recently been worked out in some detail by Lewis (1973,  1986, and 1994) and Earman (1984 and 1993).  The idea is that laws of nature are the deductive consequences of the best system for axiomitizing all facts.  Here a best system is roughly defined as that set of true sentences which best combines simplicity of formulation with strength of content.  (The motivation for this view is that scientists proposing fundamental principles do provide general statements meant to unify varied phenomena in a relatively simple way. Scientists do not just list facts, but systematize them, trading off strength for simplicity. Working independently of the philosophical tradition leading from Mill to Lewis, Richard Feynman (1963) put the point as quoted at the outset: "it is possible to condense the enormous mass of results to a large extent–that is to find laws which summarize...".)  In any case, it is to be hoped that the best-system definition can be worked out so that occurrent facts together with context dependent features of simplicity and strength determine a unique system. 


Feynman's quote, for example, should suggest that there may be a good deal of contextual sensitivity involved–we are to condense for our purposes in a way which summarizes what is important for us.  It might be hoped that these contextual considerations can be minimized. In his (1993), John Earman expresses this hope.  In response, van Fraassen (1993) argues that the principles of science are so context dependent that we should see science as not aimed at discovering laws at all.  Science does provide fundamental principles, on van Fraassen's view, but these should be seen only as important aspects of scientific theorizing and not as principles of nature independent of cognizers.  This paper will attempt to show that there is middle ground, that a contextualist best system account is plausible and nonetheless defines laws which are objective (in the sense that there can be unknown laws to be discovered). 


If successful in providing this middle ground, the contextualist version of the best system account will also act as antidote to Davies’ argument: There can be real laws that are neither  “governing” nor demand divine explanation.  This is so because on the contextualist best system account, laws are descriptions with the particular value of systematizing. So, on this account, laws do not literally govern the universe, are not responsible for the existence of complexity or anything else, and so can not be seen as the means of transmitting a god’s designs.  Rather, any contrivance in the laws is the result of human systematization. Any of the van Fraassen, Lewis, or Earman views avoid this much of Davies’ argument. But van Fraassen leaves out Davies’ prized objectivity of laws. Lewis and Earman’s conception of law would seem unable to challenge what Davies calls the “surprising intelligibility” of laws: The Lewis-Earman view leaves mysterious how humans evolved the ability to comprehend the best systematization. After all, we might well lack the requisite conceptual skills to comprehend the best systematization of occurrent facts.  As we will see, the contextualist version of the best system account gets the appropriate concepts for free: they are the ones we design. On this version, to know laws of nature is to comprehend only a best system with respect to the context of our own conceptual lights.


Before moving on to its contextualist version, it is worth getting clear on the general best system account.  Section 1 describes this account, provides some details of the standards of good systematization, and sets out the Humean/empiricist position a little more precisely.  Section 2 below develops the contextualist best system account and describes this contextualism as a matter of “perspective”. So, the account developed is called a “perspectival best system account” or “PBSA”. This second section shows how certain important technical problems with the standard best system account can be solved by the PBSA.  Still, many critics have argued that the best system account fails to make sense of the intuitive notion of law.  Section 3 argues that this contextualist PBSA provides a plausible means of answering these criticisms as well.

1.
The Best System Account

For our empiricist, the Humean, a world is understood to be fundamentally just a collection of particular, non-dispositional, non-modal, non-nomic facts about localized space-time regions.  We call such facts "occurrent".
  And, claims the Humean, putative facts regarding the non-occurrent, e.g., those about dispositions, potentialities, probability and chance, hypothetical situations and counterfactual truth, causality, lawfulness and nomic necessity, etc., need to be shown empirically legitimate.  That is, any supposed non-occurrent facts should be defined so that they supervene upon the occurrent facts.  In this section we will begin to develop the best-system approach to such a Humean analysis of law.

1.1
The traditional best system account takes a primarily syntactic guise and assumes that the totality of occurrent fact of a world w can be expressed – given some interpreted language to be specified – within the class T of all true sentences regarding matters of occurrent fact in w.  (By "sentences regarding matters of occurrent fact", I mean sentences whose truth value is logically
 determined by the totality of occurrent fact.  Sentences stating that certain events occur are to be thought of as paradigms.  But logically complex sentences built by applying truth functional operators or extensional quantifiers are also sentences regarding matters of occurrent fact.  Hence generalizations can be part of T, perhaps, "all pairs of isolated, electrically neutral particles separated by over an angstrom, accelerate toward each other".) Next, the Humean considers all subsets of the class T of truths of occurrent fact.  Of these subsets, it is presupposed that one, L, provides the best systematization of T, i.e., is the best axiom system for T in the sense that it gives the best combination of simplicity plus deductive strength regarding matters of occurrent fact
.  Then, according to this best system account, the members of L together with their logical consequences, count as the laws of w. 


There are many problems that such an account must face, one of the most obvious being the vagueness of "best system".  But my main concern here is that the language of science outstrips the resources of T: science contains terminology that plainly expresses non-occurrent fact.  It is very important to physical theory that it address potentialities, viz., statistical law and probability, fields of force, electrical resistance, potentials and potential energy, causality, possible physical systems and models.  To take a concrete example: “All copper conducts electricity” though a common enough example of a law, is not literally true. Any copper not subject to voltage does not conduct. What is clearly intended is that all copper can conduct, it has the potential to conduct, its resistance is low. How is the empiricist to handle these non-occurrent notions?


Begin with the problem of statistical law and probability, the problem that has been carefully addressed by David Lewis and others.  Statistical laws typically involve reference to probabilities or chance; they are laws tested by reference to statistical data.  For example, according to quantum mechanics it is a law that an electron which is in an eigenstate of z-spin "up", has a probability ½ for being measured to have x-spin "up".  So, the truth value of a statistical law depends crucially upon probabilities and so not just upon occurrent fact–famously, probability sentences about occurrent fact are logically independent of sentences regarding occurrent fact.  But, then, the best system account (at least as so far described) cannot account for statistical law: A statistical law is not a sentence regarding matters of occurrent fact so cannot be a member of, or be implied by either T or L.  


It is worth emphasizing why the Humean cannot simply define T to include true probabilistic assertions, and then let laws be defined as the deductive consequences of the best system for this enhanced T.  The reason is that the Humean would then be presupposing the truth of probability statements.  But probabilities are not occurrent so not antecedently acceptable to the Humean.


To give an alternative account, take T as before.  Then let P be a sentence about probabilities for occurrent matters.  Now, the Humean will not want to presuppose that P is true or false.  (P needs to be shown supervenient upon the occurrent before it’s truth is acceptable to a Humean.)  Still, the Humean can note that P fits the occurrent facts of T more or less well.  For example, if P states that a particular coin has a probability ½ of landing heads, then P nicely fits occurrent facts constituting a relative frequency of ½ for heads.  There are complications to discuss later, but this still very rough notion of statistical fit is plausibly acceptable to the Humean.


To refine the best system account to include statistical fit and probabilities, let an Si be a set of sentences which logically implies no false sentences about matters of occurrent fact, but which may include probabilistic claims about matters of occurrent fact.  Then {Si} is the class of all such sets of sentences.  Now, let S be the member of {Si} which gives the best system for T in the new sense that it maximizes the combination of simplicity, strength (again with regard to matters of occurrent fact), and statistical fit.  Finally, one might define S, together with its logical consequences, to be the set of all laws of nature. Furthermore, what it says about probabilities is defined to counts as true about chance.  Lewis describes such an account (1986, p. 128f and 1994); he calls it a "package deal" for defining both lawfulness and truth for probability sentences. 


It may be that other non-occurrent concepts of science are not explicitly definable in terms of occurrent fact plus lawfulness. Electrical “resistance” and “potential” may be examples. Still, a theory that contained such terms might be seen as fitting the occurrent facts much as probability claims fit occurrences. If so, then truth about such electrical resistance, force and potential will be implicitly defined from an expanded set of {Si}, a set of sets each expanded to include statements about potentials. The notion of “fit” will need to be developed for the newly allowed non-occurrent concept. 


Why should we think that other non-occurrent notions besides probability might need implicit definition in this way? One reason is that the standard means of explicitly defining the dispositional is in terms of laws. The Humean, then, needs to first define the laws before moving to explicitly define other non-occurrent notions. However, I claim, the laws themselves involve the problematic potentialities (the forces, potentials, causes, etc. mentioned above). Plausibly then, a non-circular definition will need to be an implicit one based on “fit”: an expansion of Lewis’s package deal.


Perhaps, fields of force and potentials may fit occurrences if appropriate events (accelerations) occur under the correct conditions (the presence of appropriate particles.)  For example, let's assume that the presence of a field of force does not constitute an occurrence in the Humean sense.  Then consider the hypothesis of, say, a constant electrical field over a region of space.  This hypothesis nicely fits occurrences of approximately constant acceleration of  "test" particles.  (One can't just define constant electrical force in terms of constant acceleration: Other perhaps nominal forces act even on a well shielded particle.  But good fit would involve closer and closer approximation to constant acceleration as other forces become more and more negligible.  This is the interesting fit of hypothesis to occurrence noted, for example, by Coulomb.)


In the next section, we develop the notion of a best system and consider how the traditional definition may need to be revised to include context dependent features and fit for potentialities.

1.2
Theoreticians have an intuitive (if vague and unsettled) handle upon what counts as a good strength-statistical fit-simplicity combination.  But if a best-system account is to prove ultimately acceptable, we must amplify this intuitive conception.  Moreover, for a Humean, this conception must be legitimized in the sense that it must be shown to presuppose only matters of occurrent fact.  In the current section I can only begin to work toward the two goals.  I will do so by briefly investigating the notions of strength, statistical fit, and simplicity individually.


Strength  The degree of strength of a theory is a measure of its informativeness about matters of occurrent fact.  One obvious constraint on strength can be mentioned:  T1 is stronger than T2 if each logical consequence of T2 is a consequence of T1.  But, clearly, the converse does not hold; a strong theory (e.g., fully developed modern chemistry) can fail to have all the logical consequences of an intuitively weaker theory (e.g., phlogiston theory which implies a decomposition of substances for all burning/oxidation).  This, though, is about as much as I can say about the logic of "strength".


But a bit more can be said about strength that is of relevance to the best system account.  John Earman (1984) argues that a pragmatic version of the best system account must be given.  He writes:

Lewis suggests that strength be measured by information.  But the practice of science speaks not in favor of strength per se but strength in intended applications. ... [S]trength as measured by the amount of occurrent fact and regularly explained or systematized relative to appropriate initial/boundary conditions seems closer to actual scientific practice than strength as measured by information content per se... .  (1984, 198)

If Earman is correct, then the strength of a system will depend upon its deductive consequences given initial conditions.  What initial conditions?  Actual scientific practice involves much more than questions about the actual universe and its initial conditions; mainly it is interested in small subsystems of the whole–modeling small parts of the universe so that their behavior can be traced from their initial conditions.  This move would seem to favor state-transition statements as laws–a desirable consequence given actual scientific practice.


Such an understanding of strength, gives what Earman calls a "pragmatic" version of a best system account.  By this, I take it, he means that what counts as strength and so as law depends on the context of the given scientific culture (e.g., on its "intended applications").  To take an extreme example, a being with different access to the facts–say an omniscient being with access to all occurrent facts–may want to measure strength quite differently, perhaps as total informativeness.  This relativity to interests raises the question of objectivity of best system laws, a topic to be considered in section 3.4 below.


Fit Note first that probabilistic assertions have no interesting logical consequences wholly about sequences of events, so no interesting logical consequences about matters of occurrent fact.  That events of type E2 have a high probability of following those of type E1 does not imply that E1 is usually followed by E2.  (The law of large numbers will imply at most that relative frequencies are likely to be close to the probabilities.  But statements about the likelihood of frequencies themselves involve probability, so are not matters of occurrent fact.)  For this reason we cannot think of statistical assertions of a theory as adding strength in the sense described above; that sense requires logical implications about matters of occurrent fact.  But, presumably, we can still measure how well the probabilities given by a theory match the actual relative frequencies.  That is "statistical fit".


But measuring statistical fit can be problematic.  Again consider a statistical theory including the claim that the probability of heads given a coin flipping is one half:  P(H/F)=½.  All goes well, we may suppose, and the coin comes up heads about half the time.  So, the theory will be said to fit the facts in this regard.  Suppose also that according to the theory, the result of coin flipping is statistically independent of the time.  And let F* be a disjunction of sentences of the form "the coin is flipped at time t" with the times mentioned in the disjuncts so that the coin just happens to come up tails after a flip at each of these times.  So, the theory claims that P(H/F*)=½ (because of the independence of time) but the relative frequency of H given F* is zero.  Thus we have manufactured a statistic that the theory does not fit.  And it should be clear that this little result can be generalized:  When a theory fits the data in one way, we can always find a mismatch depending on a funny event-type like F*.


One answer to the problem just described will be obvious.  The match of P(H/F) with the statistical data counts in favor of the theory's fit, while the mismatch of P(H/F*) does not count against it because "F" is a "normal" or "natural" sort of description but "F*" is not.  Now, the empiricist must be careful here: the notion of a natural predicate or property may fail to be empirically respectable. Instead, I would claim, the Humean should hold that rejecting F* for judgements of statistical fit is again bringing pragmatic considerations into play.  Context, the context of a working scientific culture, must determine those descriptions which are appropriately "natural". A context must specify the appropriate language.


As described above, there are other important non-occurrent physical notions besides probability.   And other kinds of fit besides statistical fit.  The end of the last section very briefly described how claims about potentials might be thought to fit occurrent facts.  There is one other non-occurrent notion I will consider: possibility.  


As purveyors of the semantical concept of theories make clear, scientific theorizing not only describes the denizens of the universe (electrons, homo sapiens, the money supply) but also can frequently be seen as defining a class of models.  Terms like "physical system", "model", even "world" are common terms of scientific discourse.  But such terms can't plausibly be defined in terms of actual occurrences, they are possibilia.  Still, I think, they present no special problem for the Humean; the models too can be seen to "fit" the occurrences.  Two notions of fit seem especially pertinent for such models.  First, according to the semantical conception of theories, the models are typically defined so that they make a body of statements (usually law statements) true or approximately true.  So, the fit of a model can piggy back on the fit of law statements to the occurrences.  Also, we may say that a collection of models well fits the occurrence to the extent that its members are good approximation to the occurrences of various real physical systems.  Such roles for the collections of models are familiar ones in the literature on the semantical conception of theories, so I won't belabor them here.  (See Giere 1979 and 1988, van Fraassen 1980 and 1989, and Savage 1996 for representative discussions. It is sometimes thought that a semantical view of theories would undermine a best-system approach to laws because the latter may seem to depend on a purely syntactic account of theory. The best system approach presented here is to the contrary. Indeed, I’ve argued–Halpin 1996–that the semantical and syntactical approaches can be seen as complimentary and that the authors just referenced saw this cooperative relationship.
 The account of law provided in this paper is one example.)


Simplicity  A theory can be strong and fit the occurrent facts yet be a mere list of events and/or probabilities for events.  A good theory is supposed to integrate such lists, to make them simpler for us.  Thus the last component of the definition of a best system, simplicity, also is relative to particular scientific culture and in particular to an epistemic predicament (we can only grasp so much of a list).


I think it is useful to see at least two different aspects of simplicity for scientific theories:  conceptual economy (as few basic concepts as possible should be postulated) and conciseness (axiomitizability in a compact way).  Both aspects are dependent upon the context of evaluation.  Most notably, the number of basic concepts and the amount of conciseness attributable to a theory is dependent upon the language of formulation.  A standard example is relativity theory; only within differential geometry is its non-Euclidean geometry simply expressible.  Einstein spent years searching for this appropriate means of expression.


A simple theory will make liberal use of universal generalizations–these to concisely state a good deal.  Thus, the best system account makes good sense of the standard view that laws are general.  But there is another sort of simplifying generality stressed by van Fraassen (1989), viz. symmetry.  The collection of models of a theory are frequently defined in terms of symmetries. What is truly general respects the symmetries of the modeling. For example, in classical physics, we identify models by identifying inertial reference frames which provide different velocities for objects with respect to the frame but identical relative velocities between objects. From the latter, it follows that change in velocity is frame independent. The upshot is that there may be truly general facts about acceleration but not about velocity. The symmetries of the modeling thus provide conceptual economy – we have acceleration as real but not absolute velocity – together with conciseness of statement of the collection of models.


But van Fraassen stresses the contextualism of this generality gained from symmetry considerations.

Symmetries are transformations...that leave all relevant structure intact–the result is always exactly like the original, in all relevant respects. What the relevant respects are will differ form context to context. (235)

Again, context is important to systematization. 


So, context dependence enters our notion of a best system in a number of ways.  Strength, we have seen, depends on what aspects of informativeness are important to us.  Statistical fit depends on what reference classes are relevant from our point of view.  And there are standards of simplicity dependent on various elements of context including what language we choose and similarity judgements for symmetry considerations.  We have, then, a notion of best-system that depends upon the context of one's scientific culture.  Again we will call this particular context dependence a dependence upon "perspective".  And we will find that even deeper context dependence is required to make the best system account plausible. It is worth noting that physical similarity, language choice, strength for intended applications, reference class choice do to a certain extent reflect the actual world, but also depend heavily upon how we are interested in representing it.  This may be clearest with language: the language we choose to use is an indication of reality (e.g., its referential terminology is plausibly a reliable indicator of ontology, at least in some instances) but it is still chosen from many possibilities.  Hence, there is something subjective in this contextuality.  We will take this matter up in section 3.4.

1.3
Does the best system definition of laws as described above in 1.1 and 1.2 satisfy the requirement of "Humean supervenience"?  Again, a world w meets this requirement just in case any possible world that agrees with w on all matters of occurrent fact agrees on all other matters.  Two provisos are required of this definition.  First, it assumes that the context of evaluation–the perspective–is fixed for evaluations between pairs of worlds.  We have seen how the supervenience thesis fails otherwise; e.g., unless we bring in context, the occurrent facts fail to determine the truth value of counterfactual claims.  Second, the possible worlds considered by the definition are restricted to worlds within what Lewis calls the "inner sphere", i.e., those worlds that are enough like w to be worthy of consideration.  Worlds with completely different ontologies from the actual world, e.g., Platonic ideas, spiritual forces, etc. are not to be considered for purposes of the Humean supervenience definition. Taking these considerations into account, we can reformulate the Humean  supervenience thesis as follows:  a world w viewed from perspective p supervenes on its occurrent facts just in case there is no world within w's inner sphere which viewed from perspective p agrees with w on all matters of occurrent fact but differs in some non-occurrent way.


Context is supposed to provide not only a resolution of the vagueness of the best system concepts (strength, statistical fit, simplicity, and their combination) but also provide a language within which matters of occurrent fact, probabilities, and perhaps other potentialities can be described.  It is in this language that candidate theories are formulated.  Second, notice from the discussion of 1.2 that, at least apparently, these best system concepts can be evaluated given only context and the totality of occurrent fact.  As the Humean desires, no non-occurrent facts are presupposed for the evaluation.  (For example, if measuring the statistical fit of a candidate theory required that we determine "natural predicates" for testing match of probabilities which frequencies, and if such predicates were those that described the "real" properties, then it would seem that the determination of fit might go beyond occurrent fact–such real properties are said to be the ones with real causal efficacy.  But we have presumed that the predicates determining the reference classes of interest are to come from context rather than from some reality not empirically accessible.)


Given the two points of the above paragraph, it is plausible that the best system account being developed here is consistent with Humean supervenience.  According to a proponent of the best system account, the occurrent facts of a world are logically consistent with many different theories formulated within the given language.  Then, of these theories, the occurrent facts together with context determine that one which is the best system, the set of sentences which best combines strength and fit with simplicity.  Because (given fixed context) the occurrent facts determine laws, no two worlds within the inner sphere differ only with respect to non-occurrent facts about law. 


A final general question may be addressed at this juncture:  what kind of empiricist is the proponent of Humean supervenience and the best system account of laws?  First note that this empiricist is not necessarily concerned that scientific theories should not go beyond the evidence of our senses in any way.  Indeed, the best system account holds that ideal science is concerned with a systematization of facts that are never observed (past occurrent facts) and even of facts that are not possibly observed directly by human beings (e.g., occurrent facts about subatomic activity, about the interior of the event horizon of a black holes, etc.).  Clearly any empiricist who admits to inductive generalization, i.e., any empiricist, is committed to theories that go beyond the evidence.  So, rather than having a primarily epistemic slant, our Humean is concerned with ontological matters, is concerned that our theories–philosophical or scientific–not postulate gratuitous metaphysical excess.  For this empiricist, the philosopher's task is to make the best sense of the evidence: common sense, observation, science.  Here, making "best sense" means, in part, to exclude gratuitous metaphysical postulation.  So, the Humean can plausibly admit electrons, quarks, charge, gravitons, fields, etc., but not irreducible lawfulness, chance, or potentiality.


The second point has to do with the reference to possible worlds in the claims about empiricism and Humean supervenience.  Does this defeat the empiricism?  I think it does not for a couple of reasons.  First, the notion of a possible world does not occur in the best system account, but only in the discussion of it.  Second, when we do discuss the best system account and possible worlds (perhaps to discuss Humean supervenience which is defined in terms of possible worlds) we are not committed to any particular interpretation of the worlds.  There are many options for understanding possible world talk, from realism (Lewis) to fictionalism (van Fraassen).  For our purposes, we need only think of the consideration of possibilities as a tool for clarifying the idea that occurrent facts determine laws.

2.
The Perspectival Approach

Section 1 began the development of a best system account of scientific law.  This best system account provides a joint account of law, probability and certain other non-occurrent matters at once: The laws, including laws describing objective probability and perhaps other potentialities, are taken to be true (given a perspective) if and only if they are a part of the best systematization of all occurrent facts.  And the best system (given a perspective) is defined as the axiomitization which best combines informational content and fit with simplicity. 


As we have seen, what it is to be a best systematization is very sensitive to the context of a scientific culture, to "perspective".  Perspective involves at least three things.  First, it determines a language for all candidate theories.  This language is the basis for the second aspect of perspective: standards of simplicity, strength, and fit.  These notions we saw to be language dependent.  Third, a perspective involves particular scientific methodologies and preferences–i.e., a scientific culture provides an understanding of the appropriate ways scientific theorizing  may proceed.  One example described earlier was John Earman’s point that subsystems are important from our perspective.  The development of laws and the rest of actual science reflects this importance.  However, one can at least imagine scientific cultures that emphasize the whole rather than sub-systems.


Real scientific cultures only slowly develop these aspects of what I have just called perspective.  Language, standards, and methods develop as the scientific culture develops.   (Kuhn has forcefully made this point–but we do not need to depend upon his analysis for the work at hand.  For instance, it is uncontroversial that language develops with science; new discoveries require new terminology.)  All this means that in a real scientific community, a unique perspective will not be well defined; instead, one is always under development.  This leaves a bit of indeterminateness to law as described by the perspectivalist best system account–law will only be defined in terms of a complete perspective, i.e., an idealized continuation of actual scientific culture.

2.1
In earlier work (1994, 1998, 1999) I have argued that the non-perspectival best system accounts are problematic in the context of other possible worlds.  On this traditional best system account, other possible worlds–including those that are physically possible, for example a world generated from possible initial conditions and actual law–may nonetheless be assigned laws different from the actual.


Let w be such a world generated from our laws. Why would one think that w could have different laws from the laws which generate it? Notice that a world like w will typically be different from the actual world in the details of its occurrences for all times past and present. Even if a possible world is fairly similar to the actual world at one time and follows actual law, considerations of chaos show that it is likely to get more and more out of sync with our world. These “physically possible” worlds, then, may engender patterns and so a systematization different from that of the actual world's.


Lewis considers an "undermining" world differently generated: Spin receives value UP in each and every spin measurement instance.  This is consistent with probability ½ even if it’s an odd and unlikely sequence.  So , though this hypothetical world is physically possible, it involves a regularity quite different from those described by the actual laws. It’s best system, then, may well be different from the actual world’s best system.


To take a final case, think of a toy world containing only a single particle unmoving in space.  It's systematization, i.e., its best description, would appear to be quite simple compared to actual laws. (In fact, we’ve just described it rather completely and quite simply!)  Now, such examples and their analysis are fairly uncontroversial among best system theorists. However, I regard them as problematic.  Normally at least, we think of physically possible worlds as unfolding in accordance with, and explained by, actual laws or, perhaps in the latter case, Newtonian laws.  The traditional best system account would seem unable to support this intuition. (That account assigns non-actual laws: e.g., a toy description to the toy model.) 


Should we care about this supposed counter-intuitiveness?  Or should we just reject considerations of counterfactual situations and our intuitions about these as immaterial to considerations of the science?  I think the answer here is that we should care and should not reject considerations of the counterfactual or counterfactual law attribution.  The details of my justification are to be found in the work cited at the top of this subsection.  But, briefly, there are two reasons to care and consider the counter-to-fact.  


First, as already discussed, scientific theory often involves models, "possible worlds" that can be used to represent subsystems of the actual world.  Typically, the models we use are taken to have actual laws rather than the model's own best system.  (Think of computer modeling of, say, planetary motion.  Given one model, with perhaps one planet orbiting a star, how would we accommodate the hypothetical addition of a comet into the mix?  It is pretty clear that we would not use the best system of the little one planet model to think about the change: the best system of the two body model might say merely that the planet orbits the star in a particular ellipse–this description has no resources to handle the hypothesis of a comet.  Instead, actual dynamical principles play the computational role.  Our computer model would apply the actual world's principles of space, time and gravity to determine the hypothetical comet's orbit and the hypothetical planet's reaction–we would most naturally apply classical principles but may also want to use relativistic ones if the computer model is sophisticated enough.  In this way, it is actual principles not the best system of the little world which is assigned as law within the model.)


Second, counterfactual constructions can be important for science.  For example, take the probability assignments of quantum mechanics.  Quantum mechanics is usually taken to imply that if such and such a measurement were to occur, then a result of so and so occurs with probability p.
  The example described above was "if a z-spin measurement were performed on a particle in an eigenstate of  spin up in the x direction, it would have a probability ½ for result z-spin up".  Now, we would not want our theory to be committed to:

(*) If a measurement were to occur, then the world would be different, so that the laws and probabilities would (or could) be different than those assigned to the actual world.  

However, the best system account is committed to (*).  The idea is that a counter-to-fact measurement would lead not only a measurement result, but to a whole chain of counter-to-fact consequences–just as with world w.  Thus, as (*) requires, the occurrences would be very different, so much so that its best system could be different from the actual.  Thus, the laws and probabilities would (or could) be different.  So, still according to  the traditional best system account, if a spin measurement were to occur then the laws could be different and so we could not with confidence say that the probability of spin up would be ½.  


Next, we need to see how a perspectival best system account avoids this problem of counter-to-fact possibilities.  This problem has just been described by way of two examples, first the modeling of a simple planetary system and second the counterfactual assignment of probabilities in quantum mechanics.  So, the problem involves on the one hand a simple "world" of two astronomical bodies and on the other a complex world which is a counterfactual situation involving a measurement.  In both cases difficulties for the best system account arose because that account assumes that a world's laws come from its own best system.  However, we more naturally apply actual principles when modeling or dealing with counterfactual assumptions.  This suggests that we take our own perspective on the laws–the laws we attribute to actual situations–and apply these to other possible worlds.  That is, we take our own view of what is lawful and apply it elsewhere. 


The projection of our own laws may seem self-centered.  But it is better seen as a matter of perspective. Only from a our perspective does the one-planet model have actual laws.  It is a model of many theories.  It is just practical for us to think of it in a particular light.  Beings living in a different possible might best attribute their own laws–if they are compatible with the elliptical orbit–to the one-planet model. (What use would they have of attributing ours to it?) And this makes sense given our Humean presuppositions: a world is fundamentally just a totality of occurrent fact–we project the non-occurrent onto it. 


So the idea is that the laws of a world w are perspective dependent in this new way.  For the actual world we normally merely apply its own best system.  But for other possible worlds, we are likely to apply the actual world's best system: we project the actual laws onto other possible worlds.  


This description is all very rough.  The next subsection is devoted to fleshing out the such perspective dependent projections.  After these are described, a better statement of the PBSA may be given.

2.2 
There are a number of common perspectives which “project” laws.  First, there is the Actual World's Perspective.  According to the PBSA, when evaluating the laws and probabilities of the actual world, one should normally take its laws and probabilities to be those determined by its best system.  Call this system of laws "L@".  For almost all purposes, assigning L@ to the actual world is the practical thing to do.  This is the perspective assumed by the traditional (non-perspectival) best system account.  


However, I think there are a number of competing perspectives that are very natural and appropriate for other possible worlds.


The Standard Perspective, as I'll call it, is applied to possible, non-actual worlds which satisfy L@.  According to the PBSA, when assigning laws to such possible worlds, we typically assign them the same laws L@ as we assign to the actual world.  That is, we standardly project our own best system onto these worlds.  The quantum mechanical measurement world is an example of this: we simply project probabilistic principles (as best we know them) onto the counterfactual situation.  Doing so is the natural thing to do because it is of practical benefit for physics; it helps us to model subsystems of the actual world.  Consider another example of the standard perspective: extrapolating a world stage into the future.  To do this we most naturally take a world at a time, then apply the actual laws of nature L@ (again, as best we know them) to determine future stages of the world.  There are obvious practical benefits of this procedure. Notice that we do not have to consider the best system of this new extrapolated world–we simply take it to be directed by L@. 


Another quite common perspective attributing laws to possible words, I call the Stipulative Perspective.  From this perspective one more or less stipulates that a certain theory is to count as the “best” system for a possible world.  There are at least two realizations of this perspective worth distinguishing.  On the first version of this perspective, one takes the actual world to be approximated by a world having a certain theory as its best system, and then project this approximation onto other possible worlds.  I believe roughly this is frequently the world we think of in classical physics contexts; these are contexts where modern physics' complications are not particularly relevant.


So, for example we often think of a classical version of our own world–a world somewhat like the actual as far as the observed data goes but having classical laws.  This classical version of our world would be superficially like the actual, but underpinned by classical objects having determinate trajectories through space and time rather than by quantum mechanical particles and relativistic space-time.   And in this context, if we are to think about other possible worlds, they will typically be attributed classical laws as well.  The one-planet system described earlier is an example.  Someone doing the computation may begin from a classical context, then project classical laws onto the little model. We will see further examples in the next section.


It is easy to confuse the Standard Perspective and this first version of the Stipulative Perspective. Both are described in terms of taking our principles or laws and projecting these onto other possible situations. But the Standard Perspective is defined in terms of a projection of the actual world’s best system, known or unknown. On the other hand, the Stipulative Perspective has been defined in terms of the projection of proposed principles, even if these principles (e.g., Newtonian principles) do not in the end form a part of the best systematization of the actual world.


The second version of the stipulative perspective is based on pure stipulation and has little to do with best systems.  On this version, one simply stipulates of a possible world w that it has laws L (provided that w is a model of L).  Philosophers, at least, make such stipulations rather frequently.   (“Suppose we have a two particle world where the only force present is gravitational.”) But I do propose the following limitation on this stipulation: in order for L to count as a system of laws projected onto w, and not simply as a set of sentences, then L must be the best system for some world w*.  This requirement has the effect of making L into a system (concise way to combine strength and fit for some world) not just any set of sentences.  


Another perspective might be called the Philosopher's Perspective because it is the perspective most often taken by philosophers proposing a best system account.  From this perspective we take the laws of each world to be those given by its best system.  So this perspective does not take the best system of one world and project it onto another.  Instead, each world is evaluated by its own lights.  In a sense then, this is the more objective perspective to take–if any perspective on a best system account can be said to give the correct set of laws to a world it would be this one.  However, as we have seen, such a perspective is not always the most practical one.


Counterfactual utterances may have a perspective of their own, a Counterfactual Perspective. The logic of counterfactuals is usually given in terms of possible worlds which obey or have laws much like our own. Some analyses of counterfactual countenance exceptions to actual law at the point or points where a counterfactual situation differs from the actual.  The details of how this works remain controversial.
 But it’s worth noting this additional need for perspective on the attribution of laws to possible worlds. As well, a Counterlegal Perspective, may be necessary for dealing with the attribution of laws to counterfactual situations that do not obey actual laws. But, I think, the details are beyond this paper’s scope.

2.3 
Finally, we can specify the logic of the perspectival best system account.  We define laws for a possible world w. These will be relativized to a perspective p which determines a world of greatest interest wp.  Just as we’ve seen from various examples, the best system of wp is projected onto w. So, quite simply, from perspective p w's laws are defined to be the all logical consequences of the best system of wp. 


For example, in the case of the Standard Perspective, we are most interested in the actual world; it is the world of greatest interest. So, we take the laws of another world w to be just those defined by the actual best system. On the Philosopher's Perspective, we take wp to be w, so that the laws of w from this perspective are just those defined as the logical consequences of w's best system.  The stipulative perspective also assigns a world of greatest interest– a world with regard to which the stipulated laws are defined.  In the Counterfactual Perspective it is the actual world (or a world with “similar” laws) which is wp.  On this perspective, we are to project the laws L@ onto w preserving as much as any miracles will allow.


What is the best system for a world wp? The details of the answer to this question are matters of context and pragmatics rather than logic. But we have seen that a best systematization may be given in a language that outstrips reference to the occurrent. The language may even make reference to models and possibilities, as the semantic view of theories would have it. So, as far as the logic goes, the notion of a world’s best system remains quite open.

3. Benefits of the Perspectival Approach

A number of objections have been brought against the best system account.  For many of these, the PBSA provides plausible answers. To the extent that the problems disposed of are important, we have further reason to favor the perspectival version.

3.1 
It is frequently objected that the best system account is simply too ill defined to be of much use.  Remarks like those of section 1, the objection goes, are too schematic to significantly pin down the notion of a best system. Moreover, the notions of simplicity, strength, and fit are all language dependent.  (So, some proponents of the traditional best system account–for example, Lewis, 1983–resort to postulating a favored language, one utilizing only predicates for natural properties, to help define the best system concept.  However, this postulation would seem to run counter to strict empiricism: it requires dubious metaphysical structure.)  Now, the PBSA takes this matter of defining "best system" to be context dependent:  Language and the appropriate concepts of simplicity, strength, and fit come with the perspective.  These concepts cannot, according to the PBSA,  be expected to have clear definition independent of a particular scientific culture or perspective.  


So, for the perspectival version of a best system account, this problem of definition reduces to a charge of relativism.  That concern is considered in section 3.4 below.

3.2 
Michael Tooley (1977) has described a possible world he sees as problematic for the best system account. Tooley's world includes particle types X and Y that never in fact interact. Still, he point out, there could be laws of the interaction: “it might be a law that when they do, an event of type P occurs.  But equally, it might be a law that an event of type Q occurs... [I]n the absence of positive instances, there is no basis for holding that one generalization is a law, and the other not.  So at least in the case of underived laws without positive instances, nonnomological [occurrent] facts about particulars cannot serve as the truth-makers. (p. 671) .


Tooley’s example has been frequently discussed, for example by John Carroll (1987, 1990) who has developed and extended the criticisms.  Carroll writes:

Consider two possible universes: Universe1 and Universe2.  In Universe1, there never have been and never will be fundamental particles of type X.  Also, there never have been and never will be any fields of type Y.  It might nevertheless be the case in Universe1 that there is a law governing the action of X-particles in Y-fields.  Specifically, suppose it is a law, L1, that when X-particles are subjected to a Y-field they acquire a spin up.  Let Universe2 be the possible universe that results from minimally changing Universe1 to make it the case that it is a law that whenever X-particles are subject to Y-fields they acquire spin down.  (1987, p. 262)

Carroll concludes that the best system account fails because the two universes are exactly alike as far as matters of occurrent fact go, but differ in laws.  Hence, laws cannot be defined in terms of a best system as such system depends only on occurrent fact.


Carroll also considers a second similar objection to a best system account.  This second problem presupposes the possibility of a "Hume" world defined as follows.  The actual world consists of certain occurrent facts together with non-occurrent features including laws of nature.  Its Hume world is defined to be the world having exactly the same occurrent facts but having no laws or other non-occurrent facts.  Then, so long as there is such a thing as a Hume world, laws cannot depend solely upon occurrent fact, the best system account to the contrary. 


As Carroll notes, the best system account can escape these criticisms by objecting to the possibility of Universe1 and Universe2 and to the possibility of a Hume world.  But such an objection may seem a bit ad hoc.  Fortunately, the PBSA provides a natural solution to these difficulties.  For example, according to the PBSA both the actual world and the Hume world are possible.  But they are not two different worlds–instead there is but one world viewed from different perspectives. (This must be so on the Humean perspective: A world is just a totality of occurrent fact.  And, by hypothesis, the actual world and Hume world differ on no matters of occurrent fact.)  Thus, a proponent of the PBSA can simply say that the Hume world is just the actual world from the stipulative perspective; it is stipulated that there are no laws. 


One can take a similar line with respect to Universe1 and Universe2.  They have the same occurrent fact but are viewed from different perspectives; different sets of laws are stipulated for the two universes. Hence, the PBSA allows the existence of such universes–but distinguishes them in the only way open to the Humean: with respect to perspective.


I think there is a moral to be drawn here.  It is easy to presuppose that a world consists of occurrent facts plus laws of nature.  (For example, Carroll takes the actual world to include exactly the occurrent facts of the Hume world plus laws of nature.)  But this presupposition begs the question against the empiricist view.  When we describe a world pairs in the way Tooley and Carroll do, the Humean can suggest that we are describing a single world (determined by its occurrent fact) but from different perspectives. 

3.3 
Bas van Fraassen (1989) describes a number of problems with the traditional best system account.  Of these problems, van Fraassen finds three most telling.  It is worth seeing how well the perspectival version of the best system account can avoid them.  The first of these problems has to do with the modal character of laws.  Van Fraassen argues that the very concept of law involves the idea of necessity; but, he argues, the best system account fails to account for this necessity.
  An example brings out his argument:

Let us then consider a possible world in which all the best true theories, written in an appropriate sort of language, include the statement that all and only spheres are gold.  To be concrete, let it be a world whose regularities are correctly described by Newton's mechanics plus the law of gravitation, in which there are golden spheres moving in stable orbits around one another, and much smaller iron cubes lying on their surface, and nothing else.  If I am now asked whether in that world, all golden objects are spherical because they must be spherical, I answer No.  First of all it seems to me that there could have been little gold cubes among the iron ones, and secondly, that several of the golden spheres could (given slightly different initial conditions) have collided with each other and thus altered each other's shapes.

So, this world is consistent with Newtonian principles but has a quite different best system, viz., the simple set of axioms in the description just quoted. Still, intuitively, much might have occurred in such a world that is disallowed by this best system.  


Now, the proponent of the PBSA has a straightforward response. On that account, we see the standard or perhaps the stipulative perspective at play in the above quote; the intuitions about what might have been come simply from projecting our laws onto the world in question. So, the perspectival version of the best system account makes some sense of van Fraassen’s intuitions about the concept of law.


Van Fraassen's quoted remarks suggest something more about modality.  Consider van Fraassen's final example: given different initial conditions the spheres might have collided and altered shape.  Different initial conditions would presumably lead to a different world with (possibly) different best system.  But we do not–of course could not–consider this best system before we extrapolate the initial conditions out in time.  Instead we naturally just apply our own laws to this world (as best we know them) and extrapolate.  Thus, with van Fraassen, the proponent of the PBSA concludes that the colliding gold spheres (being made of soft metal) would alter shape.  But most importantly, notice that our laws will be true at all of the worlds so generated.  So, if we take the accessible worlds to be those which are extrapolated from initial conditions as above, it follows that the actual laws are necessary.  (‘Necessarily p’ is true if and only if p is true at all accessible worlds.) 


Hence, I think, van Fraassen's first concern is answered by the PBSA.  Laws, on this account, do have a modal character as just defined.  Laws are necessary in the sense that we tend to project them onto hypothetical situations.  At the heart of nomic necessity, then, is the practicality of perspective dependence.  (It would be impractical to use laws other than our own to project out possible sets of initial conditions – for example, it would not be particularly useful to project out initial conditions in accordance with principles under which gold is as hard as diamond.)   As I see it, then, the Humean can explain nomic necessity by reference to this practicality.  It is worth stressing this result.  It allows the proponent of the PBSA to make sense of modal character without compromising empiricism. For details see Halpin (1999).


Another problem described by van Fraassen has to do with the supposed explanatory force laws.  On Lewis's account explanatory force may be lacking.  The reason is that on Lewis's account, the laws are defined as the sentences common to all best systems.
  But even if a single best system can account for a phenomenon, there is no guarantee all do so in one and the same way.


However, this objection cannot be brought to bear against the PBSA.  This is so because the perspectival version of the best system account presupposes that a unique best system is determined for any world.  As defined at the beginning of section 2, a perspective is more than the actual thinking of scientific community. Rather, a perspective is an idealized continuation of that community's evolution toward language, standards, and methodologies with respect to which the best system judgements can be made.  Such an idealized refinement of a scientific culture's development may, I think, be hoped to provide a possible world with a unique best system.
  Then, so long as we closely associate explanation with unification(=systematization), the proponent of the PBSA provides laws which do explain.


Van Fraassen has a final main objection.  He writes that the most important criteria for an account of laws is that it be closely connected to sound scientific practice, that 

[i]f the account makes it plausible that the laws, as defined, are part of the theoretical description of the world provided by science in the long run, if all goes ideally well–that is enough.  (55)

However, he concludes,

the attempt to link [Lewis's best system account] up with science founder, in my opinion, inevitably. For the criteria for better and best theories utilized, must be such as to leave it an objective matter, independent of history and psychology, what truths are laws.  That means that the equation we are tempted to trust–the best theories are those theories which science could or might reach, should all go ideally well–is simply divorced entirely from the equation that defines best theories for Lewis. (64)

Van Fraassen comes to this conclusion for three main reasons.  First, Lewis's criteria of best system are not the historically conditioned, pragmatic concepts actually operative.  Second, there might be other factors operative (which ones?–van Fraassen is not clear on what these might be) which would throw the balance away from simplicity-strength-statistical fit.  Third, "the evolution of science as a whole is historically conditioned by its starting-point, and by the schooled imaginations of its practitioners" (59).  As I understand this last, the idea is that actual science may find that historical considerations lead science not toward something like maximal simplicity+strength+statistical fit but merely toward a local maximum.  Our starting point and imaginations may not allow us to break away from a particular good system even if a complete reorientation toward nature would provide substantial systematic gains.  On this view, actual science may be trapped within the confines of its culture.


Now it should be clear that the PBSA provides at least a chance to overcome these concerns about the connection to scientific practice. Certainly it is an account which does depend on the "history and psychology" of the scientific culture–so the p. 64 quote at least seems not to immediately apply to the PBSA.  What about the three specific reasons to de-link science and the best system account?  At least the first, I think, clearly does not apply to the perspectival version of the best system account.  The PBSA explicitly requires that the criteria for a best system be dependent upon the viewpoint of a particular scientific culture as it develops.  So, perspective depends upon the historical development of science.  The criteria of good systematization are not understood to be given in isolation from this historical development.


The second point, about other factors operative as criteria, may also fail to undermine the PBSA.  This because these other factors may be part of the perspective and so help define the standards of simplicity, strength, fit rather than compete with them. 


The proponent of a best system account may want to answer van Fraassen's third point by suggesting that van Fraassen has asked to much of the tie between the best system concept and actual science.  On van Fraassen's view, the tie should be such that in the long run actual scientists–with their starting point and their imaginations–would discover the laws if anything counts as law.  But even in the fullness of time, they might not come to the best system as defined–but might reasonably settle for the local maximization of simplicity-strength-fit.   I think this latter is right about most human endeavors: we often are better off settling for less than the optimal if getting the optimal would require more work than it is worth.  However, it is also quite plausibly true, that scientists would, if notified of their epistemic shortcomings, i.e., notified of the merely local nature of their optimization, try for a better theory.  I should rather see ideal science in this latter way: scientists with time to explore beyond what would normally be practical, would in the long run get to a best system.  That would be enough for me.  It is enough to say that a best systematization is an aim of science, even if its not the only aim–not a goal that science must fully  realize (in the long run) if its to be successful.


3.4 
Finally, turn to the common objection that the best system account is too subjective.  The PBSA developed here may seem to be especially subject to this objection. For an introduction to this final concern, return to Earman (1993) and van Fraassen (1993). Here Earman defends the traditional best system account.  He concludes by admitting the logical possibility that (a) reality has no unique conceptual scheme and no privileged means of description (no natural properties) and so (b) that there exist quite different best systems.   About this possibility he writes

In that case the notion of lawhood would be more subjective than we like to think.  I take David Lewis to be saying that in our current state of knowledge we have reason to hope that such cases do not in fact arise in the actual world.  And I take actual scientific practice to be a practical expression of this hope.  (p. 418)

In contrast, van Fraassen admits that in scientific theorizing we do find many statements of fundamental principle, and often these are described as "laws":

There are undoubtedly hierarchies on the side of theory (some principles are deeper, farther-reaching, and historically more stable than others in the evolving body of science), but the terminology of laws honors them with the name of a presumed hierarchy in nature. (p. 432)

It is this last to which van Fraassen objects.  On his view we should see only "laws of the model".  Talk of "laws" is really reference to principles of our theorizing rather than to a privileged class of truths which is fundamental to reality.  Strictly speaking, for van Fraassen, there is nothing which is a law of nature. 


We should see the PBSA as a compromise between the positions of Earman and van Fraassen.  The PBSA does not suppose that all best systems share a conceptual scheme. Different perspectives on the actual world may result in different best systems and systems of law. (This much is in accordance with van Fraassen.) Yet, on the PBSA,  laws exist (in agreement with Earman), they are “there” to be discovered, are independent of any actual theory, though their reality is relative to perspective.  
It is worth noting a few advantages of the compromise over the alternative accounts.  First, with respect to van Fraassen, the PBSA has what I take to be one major advantage.  It makes sense of the notion of a law of nature.  On the PBSA, there are laws to be discovered.  Scientists can have an excellent theory and still be wrong.  In addition, because the PBSA principles are in an important sense necessary, there is reason to call them laws of nature. They are not merely principles of science. 


As well, the PBSA has certain advantages over Earman's best system account.  First, the PBSA does not need to rely on the existence of a single preferred conceptual framework.  Second, the PBSA does not rely on natural predicates.  And third, the PBSA provides an account of law positively applicable even for worlds in which there is not a unique best system. A proponent of the PBSA may want to modify Earman's expression of scientific attitude: Actual scientific practice expresses the hope that a perspective is under development and with it a system that is best by that perspective's lights.  But not anything goes.  The laws (from the given perspective) are there to be discovered.  


These last remarks point to what most people will take to be the major weakness of the PBSA.  It's laws, what is there to be discovered,  are defined only with respect to a perspective.  Let me conclude with some reasons to think that this limited subjectivity is not so problematic.  First, to reiterate, the PBSA does not provide a subjective account of laws like that of the Ayer-Goodman-Rescher view, the view taking laws to be principles of theory thought to be important for prediction.  On that view, then, laws could not exist without the appropriate attitude. For the PBSA, on the other hand, the laws of a world w (with respect to perspective) are not a matter of attitudes in w. Worlds without any thinking beings have laws. These laws may be projected from our own world (the Standard or Stipulative perspectives) or be the best system of that world (on the Philosopher’s Perceptive).  


Furthermore, this relativity to perspective is shared by a good number of other empirically respectable concepts. Earlier we discussed the analogy between PBSA laws and counterfactuals. The concepts "hot", "large", "can" were given as further examples; each depends on a perspective dependent standard. Color concepts provide another well known example of relativity to perspective. Whether an object counts as red depends on the relative motion of object and subject ("red shift"). Moreover, the human redness concept is one realized by quite distinct physical surfaces emitting quite distinct frequency spectra – their redness depends on factors of context, e.g., emissions of surrounding surfaces.


PBSA laws, then, are arguably respectable even if more perspective dependent than some would expect or hope. And there is reason to think that this relativity to perspective should not be so surprising or seem particularly unintuitive: Scientists have famously and frequently characterized systems of law using beauty and elegance as two main criteria.
 These concepts, like those of counterfactual truth, color, relative size, etc., are clearly perspective dependent. Yet, from the right scientific perspective,  they mark real and important aspects of nature. 


If all this is right, the Humean can accept the PBSA notion of law on the same footing as many other respectable, perspective dependent notions. For this strict empiricist, the perspectival best system account has a number of advantages. I have argued at length that this perspectival version of the best system account is given in terms the empiricist can accept, that it makes significant contact with scientific practice, and that it overcomes some of the traditional concerns posed to a best system account. The proponent of the PBSA, for example, can recognize potentialities of various sorts in terms of “fit” and can understand modality in terms of projection. 


As well, the PBSA explains the modal character of law without the “governing” import which drives Davies and others to suppose that “fine tuned” laws of nature must have been designed by a deity. Instead, the tuning is plausibly seen as our own work; scientists tune in order to correctly systematize. As Feynman put it in the quote beginning this paper, we need to “condense the enormous mass of results...that is to find laws which summarize”. Thus, the proponent of the PBSA will not need to suppose that some ultimate power, working through well designed laws, is responsible for the occurrences making up the world. To the contrary,  the occurrent facts are seen as the basis for summarization and law. Laws do not literally govern the occurrences; rather the occurrences – together with perspective – determine the laws. Still, the proponent of the PBSA can go some way in agreement with the opening Davies quote on the reality of law:  Scientists do not “invent” laws (or color, elegance, beauty, etc.); they “uncover” laws through painstaking work at systematization.
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NOTES
�Many “anthropic coincidences” – apparent contrivances to allow for life, humanity, and human understanding of laws – are apparent in cosmology, particle physics and biology. For example, the complexity needed for life as we know it requires a fairly precise expansion rate, four perceivable dimensions of space and time, and the correct resonances of subatomic particles so that, e.g., carbon can form. 


�It would be better to characterize the empiricist position as one which is skeptical about facts that are irreducibly non-occurrent (rather than rejecting them out of hand).  The empiricist described in this paper will postulate only occurrent fact as fundamental. Questions will remain about just what it is to be an occurrent fact. There is some distinction to which the empiricist points and some clear cases: an object’s moving to a position is occurrent, its potential to move somewhere else is not. I believe that this is sufficient for the present project. 


�Lewis's account of counterfactual truth depends on the occurrent features of other possible worlds--the most similar ones.  This reliance on possibilia may trouble a Humean.  Fortunately, the account of laws developed here defines the laws of a world only in terms of the occurrent features of that world.


�It is worth noting that (b) is not superfluous given (a): the facts of context may count as occurrent facts, but they need not be occurrent facts of the world w.  Instead, context of one world might be used to evaluate another. This happens frequently with counterfactuals when from our context of the actual world, we judge what would happen if a hypothetical situation were altered in some way.  We will see examples in section III regarding possible worlds "wq" and "wn".


	�. Paradigmatic of such facts is an object or objects' having a property at a time and place, e.g., an object's being at a position at a time.  Still, in general it is unclear exactly how occurrent facts are to be characterized.  So, in the main text I have left the characterization mostly negative: they are not dispositional.  This surely leaves some important questions open, e.g., if it is a fact that I weigh 150 pounds, then is this fact dispositional or occurrent?  I think that nothing in this paper will hang on the answers to questions like this.


�“Logic” must be understood so that what is logically determined by occurrent fact does not include all analytic truth.  I add this proviso so that it is clear occurrent fact alone does not logically determine facts about nomic necessity, probability, etc.


�  L's strength regarding matters of occurrent fact is just a measure of the information content of L's deductive consequences within T.


�About the semantical view of theories, van Fraassen (1987) writes: “Its difference from other approaches is largely one of attitude, orientation, and tactics rather than in doctrines or theses.” (p. 217) My orientation in this paper sometimes makes me consider axiom systems and sometimes models and their characterization. However, van Fraassen does go on to write that “to present a theory, we define the class of its models directly, without paying any attention to questions of axiomitizability, in any special language, however relevant or simple or logically interesting that might be.” (p. 222, emphasis in the original.) It seems to me, then, that the task of specifying laws is a different one from presenting a theory: the former is language dependent and is concerned with simplicity.


� So, the Humean supervenience thesis is a contingent one.   A world w with irreducible potentialities will fail to be supervenient upon its occurrent fact.  To see this compare w to the world w* which differs from w in that w* has only the occurrent fact and not the non-occurrent of w.  I.e., in w* the events of w just happen–they are not the result of w's irreducible potentialities.  Sometimes called w's "Hume-world", w* may seem to be a world of accidents.   But w* has nothing in its ontology not also in w, so is within w's inner sphere.  It follows that the facts of w do not supervene on its occurrent fact.  (The Humean would prefer to postulate nothing in the actual world like this–nothing that does not supervene upon the occurrent.)


�The form of probability assignment in quantum mechanics is controversial.  For a critical survey of the literature and a proposal for quantum mechanical probability assignment  somewhat different from that invoked in this text, see Halpin (1991a).


	�. See Halpin (1991b) for a critical survey; I argue that there are reasons to prefer the Lewis-Jackson view on counterfactuals, a view which allows some violation of actual law in nearest worlds.  It is worth noting that some antecedents may require great changes regarding law, e.g., antecedents about changes in law.  The "nearest" worlds described in the text will be the nearest antecedent satisfying ones for garden variety counterfactuals.


	�. Of course, van Fraassen is no friend of necessity in nature.  The concept of a law entails necessity, on his view, even if there is nothing in nature answering to the concept.


� van Fraassen criticizes Lewis (1986).  By his (1994), Lewis has refined his analysis so that it applies only if there is a unique best system.


	�. Whether or not a perspective is able to determine a unique best system for any possible world will depend on details of the notion of perspective not worked out in section 2.  I leave that for another occasion.  I hope only to have given some indication of how the presupposition of uniqueness might be realized.


�Plausibly, the beauty or elegance of a system is a matter falling under the heading of “simplicity”.










