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Abstract Contemporary physical theory proposes laws involving ineliminable probabilities for micro events.  But the postulation of fundamental, objective probability may seem metaphysically extravagant; one would like to know how a cautious empiricist might construe such probability.  One empiricist answer equates the set of laws of nature with the deductive closure of the "best system" for axiomitizing particular facts and then equates objective probability with the probabilities ascribed by these laws.  However, David Lewis has recently argued that such a proposal faces significant difficulties.  In this paper, I attempt to reformulate the best system account to circumvent the Lewis arguments.  This results in context dependent notions of law and chance.  These "perspectival" laws and chances, I argue, are appropriate from the empiricist point of view.


Two notions of probability are typically distinguished:  credence, a person's coherent degree of belief, and chance, an objective propensity, applying to the single case, that if properly quantified obeys the probability calculus.
  Credence can, at least in principle, be identified with a person's willingness (under ideal circumstances) to place bets on certain propositions and at certain odds.  However, chance may seem ontologically more troublesome.  Chance statements about outcomes for a chance setup logically imply no nontrivial, nonprobabilistic consequences about the relative frequencies of these outcomes.  (For example, a "fair" coin with chance 1/2 of landing heads if tossed, may in a long sequence of trials land tails every time.  Indeed, a sequence of 100 tail-landings has the same chance as the sequence, of 100 trials with alternating results: HTHTHTHT....  And this elementary point can be generalized to infinitely long sequences.)  Hence, chance is not to be identified with relative frequency.  Indeed, because the connection between chance and sequences of trials is tenuous, there is some tendency among philosophers to either explain away or simply abandon chance talk;  chance is seen as metaphysically extravagant.


But counterweighing the unease with objective probability and chance is quantum mechanics.  Quantum mechanics, at least as frequently interpreted, postulates the existence of probabilities for measurement results that are objective, single case propensities for the systems it studies, hence are chances.  Moreover, the work of John Bell offers strong support for this world view of objective probabilities.  Before the work of Bell, it was hoped that the statistical claims of quantum mechanics could be understood as arising from our ignorance about the exact properties of quantum systems.  So, the hope went, the statistical regularities noted in large ensembles of quantum systems--statistics predicted by quantum mechanics--would some day be explained in terms of the actual if unknown distributions of underlying exact values for the quantities in question.  But the conclusion usually drawn from Bell's theorem is that there is no physically plausible explanation of this sort to give.  (Hence, one cannot do for quantum mechanical systems what classical statistical mechanics does for statistical results on classical systems.)  This leaves the probabilities of quantum mechanics as objective at least in the sense that they are not measures of our ignorance.  These probabilities when assigned to the single case, then, are plausibly chances.


The worry that motivates this paper is the question of how to fit chance, as postulated by quantum mechanics, into a cautious empiricist framework.  To begin to think about this question, notice first that chance is often seen as a kind of quantitative physical possibility.  ("A has probability p" means roughly "A is possible with degree p".)  In turn, physical possibility is closely related to laws of nature.  (Roughly, A is physically possible iff A is allowed by the laws of nature.)  I will argue in this paper that chance can plausibly be assimilated into the empiricist framework in much the same way as laws of nature.  In particular, I will argue that laws of nature involving chance and laws of nature in general can be understood as sentences which take their place within the best systematization of the totality of particular facts. Chance statements may be part of the best systematization by helping to organize the particular facts, i.e., by "fitting" their statistics.  This account of lawfulness (to be described in section one) has been worked out in varying degrees of detail and with varying degrees of success by a number of philosophers including J.S. Mill, F.P. Ramsey, David Lewis, and John Earman.  Indeed, I will call this account of law as so far developed "the MRLE-account".


Unfortunately, a problem has arisen in the attempt to apply the MRLE-account to laws involving chance:  an argument due to David Lewis (1986).  The bulk of this paper will be an attempt to set out various formulations of the Lewis argument and develop a reformulated best system account which is not subject to the various versions of this argument.  So, the project set forth here is an attempt to legitimize the notion of chance as found in quantum mechanics and to do so from the perspective of a fairly strict empiricist, one who feels uncomfortable with accounts of irreducible laws and modalities.  In so doing, I will try to give an account which makes sense of scientific practice while, to the greatest extent possible, preserving philosophical presuppositions and intuitions about scientific law and chance.

1.
Chance and the Best System Account of Laws

In his Philosophical Papers, (1983) and (1986), David Lewis champions the cause of what he calls "Humean supervenience":

[This position] is named in honor of the great denier of necessary connections.  It is the doctrine that all there is to the world is a vast mosaic of local matters of particular fact, just one little thing and then another. (1986, ix)

The supervenience upon these local matters of particular fact Lewis describes as follows.

[At space-time] points we have local qualities:  perfectly natural intrinsic properties which nothing bigger than a point at which to be instantiated.  For short:  we have an arrangement of qualities.  And that is all.  There is no difference without difference in the arrangement of qualities.  All else supervenes on that. (1986, x)

So, no two possible worlds (of those within the "inner sphere", i.e., those which are enough like the actual world to be worthy of consideration) have the same assignments of natural and intrinsic properties to space-time points yet differ on other matters (e.g., differ in laws, counterfactual truth, or causal relations).  Or, to put the point another way, all facts about a world including its modal and nomic character supervene on (or are determined by) the totality of local matters of particular fact.  (If facts of type X supervene on those of type Y, we will say that Y makes up the supervenience base for X.  For Lewis, then, this supervenience base is the totality of local matters of particular fact.)


It is worth noting at this stage that, in light of quantum mechanics, the "local" part of the above supervenience definition may seem inappropriate.  See Teller (1989) and Healey (1991) for the argument that certain properties of the world are fundamentally relational.  Now it may be that these relational properties are just chance relations--if so the project of this paper will be to show how they might also supervene on all matters of local fact.  But in order not to beg that question, it may be best to drop the locality restriction in the definition of Humean supervenience.  John Earman (1984) proposes a similar empiricism but suggests that the supervenience base be restricted simply to what he calls "occurrent" facts (as opposed to facts about potentialities, dispositions, causality, etc.). So, for example, occurrent facts might be expressed by statements like "object one is at position p" or "objects one and two are separated by distance d". We need not here resolve this issue of exactly what constitutes the supervenience base; for present purposes it is enough to have roughly characterized the sort of fact that seems antecedently acceptable to the empiricist.  (Some empiricists would restrict the supervenience base to those facts which are observable in some strict sense.  That restriction is not made here.)  Hereafter call the supervenience base of particular, occurrent facts simply the "basic facts".  Then the hope is that all other facts supervene on the basic.  Further terminology:  two worlds that agree on basic facts will be called "qualitatively identical".


Lewis' definition of the laws of nature in terms of basic fact is perhaps the most important and striking part of his Humean supervenience program.  In the current context, I can neither deal with all the complications of the definition in its final form nor more than begin to consider the many criticisms that need to be defused before the definition can be convincing.  For now, a rough idea of the account and a brief motivation will do.


For deterministic worlds without chance, Lewis gives roughly the following definition:  L is a law at w iff L follows from the best possible systematization (axiom system) for the truths of basic fact at w.  And this best possible systematization is just the set of true statements about matters of basic fact at w which best combines simplicity with informativeness (about matters of basic fact).  We should note that there is a prima facie motivation for this definition:  science does appear to have something like this best system as goal.


There are a number of ways one might generalize the rough account of the  above paragraph to include laws of chance.  The empiricist plan as described in the opening paragraphs above defines both universal laws and laws involving chance together in terms of a best system for basic facts.  One attempt to implement this plan of combining an empiricist account of laws with that of chance is given in the next paragraph:  the MRLE account.  This "package deal" is also roughly the account (described in his 1986, 128) which Lewis argues cannot be successfully maintained; his current counterproposal for laws involving chance will be discussed in a few paragraphs.


The MRLE account of laws, including those involving chance, proceeds as follows.  Here the best system for world w is to be defined as the axiom system which, subject to the constraint that all its logical consequences about matters of basic fact be true at w, maximizes the combination of simplicity, strength of content (with regard to basic facts of w), and statistical fit with w.  Or, in a little more detail, the best system for w is the set of sentences from those meeting the above constraint which best combines three features:  (i) brevity and conceptual simplicity, (ii) logical strength, i.e., significance of the set of its deductive consequences about matters of basic fact at w, and (iii) statistical fit between its probability attributions and the relative frequencies determined by the basic facts of w (e.g., if HEADS is assigned probability 1/2 by the theory for fair coin flips, then a relative frequency of HEADS of about 1/2 weighs in favor of good fit).  Then, on this, the MRLE account, L is a law of nature at w iff L is a deductive consequence of the best system for w.  Hence, the MRLE account explicitly defines "law" in such a way that both universal and probabilistic claims can count as lawful.  Moreover, this account stipulates that the probabilistic laws are truths about chance.  Thus, chance is implicitly defined within the "package deal": if chance statements have a truth value, they do so in virtue of MRLE.


It is a simplification to suppose that, in the sense just described, there is only one best system:  the notions of simplicity, strength, and fit, not to mention the notion of their combination, are far too vague for that.  But this simplification is not relevant to the argument that follows; so I will not try to correct it here.  The simplification aside, the MRLE-account gives a fairly objective notion of a law of nature, objective in that it makes the laws of a world depend on neither the existence of sentient beings in that world, nor on the opinions of any such beings, nor even on the opinions of such beings in the "limit" as time for their investigation goes to infinity.  (Though the definition does depend in clause (i) on our standards of simplicity, in (ii) on our measure of content, and in (iii) on our notion of statistical fit.)  Moreover, the MRLE-account implies that laws supervene on the basic facts. (At least apparently, the MRLE definition of laws depends only on basic facts plus logic).  And, plausibly, the notion is one that makes significant sense of what scientists actually do when they propose fundamental principles:  they attempt to cover the facts (at least as observed, and with at least statistical fit) in a way that unifies a good deal.


As well as these last mentioned pluses for the MRLE-account, there are a number of pressing difficulties for any best system account:  What language is to be used to formulate the best system before we judge its simplicity and informativeness?  What sort of physical necessity, if any, does this notion of lawfulness give us?  How do such laws support counterfactuals?  What of the semantic conception of theories:  do scientists not give models rather than laws?  Is the notion of a natural property (utilized in Lewis' characterization of basic fact) an acceptable one for an empiricist?  These are serious questions that must be addressed before a best system account can be at all convincing.  A full defense must await (Halpin, forthcoming).  For now let me just note that scientists do give basic principles formulated within a useful language and make simplicity and informativeness judgements that in practice sometimes give fundamental theories which do nicely systematize.  So, it is not obvious that the questions just asked of a best system account pose insurmountable hurdles.


However, Lewis has recently shown that the MRLE-account of laws as just defined will not work.  His argument for this is detailed beginning in the next section.  But, to get a bit ahead of the story, Lewis concludes from his argument that chance, and so laws involving chance, cannot be seen as supervenient on the basic facts.  Instead, on Lewis' refined (1986) best system view of laws involving chance, we must take chance as a part of the supervenience base.  (For an empiricist, the negative side of this suggestion is that two worlds can be qualitatively identical--i.e., identical in what Lewis calls "matters of particular fact" or the "arrangement of local qualities"--yet involve different chance-facts.)  A candidate for a best system, on Lewis' new alternative to MRLE, must be a set of true sentences (including truths about chance) each of which has no chance of being false.  And from among these candidates, he defines the best system to be that system which maximizes the combination of simplicity and strength (1986, 126).  (Here the strength of a system depends on its deductive consequences about basic facts and chance facts.)  Then, as before, laws are defined as the consequences of the best system.  I will refer to this new theory simply as "Lewis' counterproposal".  We will compare this counterproposal to a new attempt at an empiricist best system account.


Because the legitimation of quantum mechanical laws involving chance from the perspective of an empiricist is the goal of this paper, I should say a bit more about quantum mechanics and chance.  Let "Cht(E)=p" stand for "the chance at t for the occurrence of event E is p"; here and throughout the paper temporal references--when needed--are symbolized by subscripts involving "t".  Now, as usually interpreted, quantum mechanical chance is time dependent:  the chances assigned for an event E at a future time t can evolve between times t1 and t2 so that Cht1(E)�Cht2(E), t1<t2<t, if a measurement and "reduction of the wave packet" occurs between t1 and t2.  Indeed, quantum mechanical probabilities can go from unsettled (<1 but >0) to settled (=1 or =0), not vice versa.
  This is in line with the standard view of time dependent chance understood in terms of a diverging structure of future possibilities as described, for example, by Lewis (1986, 93-94).  As time advances, certain options are foreclosed; what was chancy becomes settled.  In particular, chances (not equal to 0 or 1) assigned at a time apply only to events in the future of that time.


Quantum mechanics makes chance assertions about a system at a time t via the assignment of a state (or "wave function"), Nt, to that system at t.  Such a state encodes probability assignments to the proposition that physical quantity q has value r conditioned upon the performance of a measurement of q at t.
  The usual way to interpret these assignments is in terms of "measurement-to-chance" counterfactuals:

If a q measurement were to occur at t, then there would be a probability p that value r would result at t (or shortly thereafter), i.e.,


Mt > Ch(valt+,(q)=r)=p, for non-negative ,.

Here "M" stands for "q is measured", ">" for the counterfactual conditional, and the value of a quantity q is symbolized "val(q)".  Also note that for simplicity I sometimes let a sentence of the symbolic language serve as a name for itself.  Context will distinguish use from mention.


Finally I should say a few things about the counterfactual ">".  I will give fairly generic truth conditions:  A>B is true at w iff B is true at all relevant A-worlds with respect to w (i.e., worlds which make A true and which, from the perspective of w, are worthy of consideration given the hypothesis that A holds).  This very basic account leaves a great deal open to be determined by context.  (The argument of the following sections may suggest that this extreme contextualism is for the better.  Further motivation for this simple theory of the counterfactual can be found in Halpin 1991a, section 2.)  However, there is at least one constraint, called "weak centering" we should put on the analysis:  If A is true at w, then w is a relevant A-world with respect to w.  (The justification for weak centering is that -(A>-B) should be true whenever A and B are.)  But I reject strong centering, the principle that if A is true at w, then w is the only relevant A-world to w.  Rejecting this principle is important for measurement-to-chance conditionals:  If strong centering held, M>Ch(val(q)=r)=p could be true as a sort of accident, true because antecedent and consequent happen to be true at w.  Instead, we should hold open the possibility that such counterfactuals or, perhaps, universally quantified counterfactuals of this type, if true, are statements of law rather than of accidents.  Finally (where "Ö" represents implication
), the following is a clear consequence about ">" as we have just defined it:  "A>B, BÖC / therefore A>C" is valid.  Call this last fact, the "entailment principle".


The might conditional, "if A, it might be that C", is taken to mean "it's not the case that if A, it would be that not-C" (as is standard) and is here symbolized (non-standardly) as AÍC.  AÍC is true at w, then, iff C is true at some A-world relevant to w.

2.
The Lewis Argument

In this section, the anti-MRLE arguments given or inspired by David Lewis will be set out and briefly considered.  Later we will try to see how to reformulate the best system approach so that it avoids the force of these arguments.


The idea (Lewis') which lies behind the anti-MRLE arguments is this:  At a certain time, t, in a world (say, the actual world @) with laws L@ involving chance, there (typically) will be a number of alternative courses of history, Hi, (worlds qualitatively identical to the actual world up until t but perhaps diverging after t) which at t have some chance of being realized.  Now, in fact only one of these, call it "H@", is realized.  And according to MRLE, it is the pattern of particular fact for this actual history of the world which determines the (actual) laws, L@.   However, by hypothesis, L@ assigns some alternative course of history, Hi, a chance of realization.  Such a course of history involves a different pattern of particular fact and so may have laws, Li, different from L@.  Lewis considers the following example (for which we may take the time t to be a moment in the early universe of the actual world, a time before radioactive elements formed):

Suppose that radioactive decay is chancy in the way we mostly believe it to be.  Then for each unstable nucleus there is an expected lifetime, given by the constant chance of decay for a nucleus of that species.  It might happen--there is some chance of it, infinitesimal but not zero--that each nucleus lasted for precisely its expected lifetime, no more and no less.  Suppose that were so.  The regularity governing lifetimes might well qualify to join the best system, just as the corresponding regularity governing expected lifetimes does.  (1986, 125)


Hence, on the MRLE view, the laws of the world Lewis describes (including a law of constant lifetimes, which implies for each moment of time, a chance of either 1 or 0 for decay of a given radioactive element) contradict the actual laws which give a constant chance (�0 or 1) of decay.  This may seem an odd consequence of the MRLE view:  the actual laws of nature, L@, allow a possible situation w in which L@ are not lawful, are not true, and indeed are not possibly true given the laws of w.  We will see how this oddness may be exploited to give a reductio of the MRLE view.


Lewis' arguments against MRLE are given within the context of a discussion of his Principal Principle:  the relationship between subjective probability and chance.  However, I think that the force of these arguments can be given without this principle.  So, in the paragraphs to follow I reformulate the arguments without it; only in an appendix will I take up the original arguments and the Principal Principle.


To formulate a first Lewis-style anti-MRLE argument, consider a physical quantity, perhaps a quantum mechanical quantity, q.  Without any real loss of generality we may suppose that q is seldom or never actually measured; this supposition will ease formulation.  Further suppose that, if measured, q has a small but positive chance of yielding value r.  Let F stand for the counterfactual proposition that q is measured a great number of times, say n times, on different systems and just happens on each occasion to have exactly the value r.  For typical choices of q and r (as described), F is consistent with quantum mechanics.  Letting "Mn" stand for "q is measured n times", we can then posit MnÍF; (supposing quantum mechanics allows F as one of the many possible results of the q measurements, it is quite plausible that if Mn, it might be that F).  Also let "A" state that q is measured n times but that r happens never to be the result of q measurement; again quantum mechanics typically allows this though its probability may be small.  So, it is plausible to assume that if q were measured n times, then there would be a chance that A:  Mn>Ch(A)�0.  Finally, further consider F.  It describes a possible world in which q always has value r, so describes a global pattern of basic fact quite different from the pattern in the actual world.  Assuming the number n of trials is great enough, this may well mean that F's best system will be significantly different from quantum mechanics.  In particular, in worlds described by F, the principle that q measurement always results in r (and contrary to quantum mechanics has no chance for other values) is a plausible candidate for inclusion in the best system.  (Whether it is or not, however, depends on all details of such worlds.  Here assume that the details are right for its inclusion.)  Hence, presupposing the MRLE view, we have that FÖCh(A)=0 (where "Ö" represents implication of a kind described in note 4.)  So we have reached the following conclusions:

(1)
MnÍF, i.e., -(Mn>-F),


(2)
Mn>Ch(A)�0, and


(3)
FÖCh(A)=0.

But (3) implies Ch(A)�0Ö-F, hence (2) and the entailment principle give:


(4)
Mn>-F

This contradicts (1) and so we have a reductio of MRLE for laws of chance.  For future reference call this reductio "argument I".


The anti-MRLE argument just given is not to be found explicitly in Lewis, but it is closely related to his arguments and is simple enough that it makes a good starting point.  And although its conditional premises might be questioned, they are the sort of conditionals quantum mechanics is often interpreted as giving.


Another Lewis-style argument can be given without counterfactual premises and without reference to quantum mechanics; this version is very close to that of Lewis' (1986, 130).  Again, assume for contradiction that the MRLE theory of lawfulness holds for laws involving chance.  Let L@ continue to stand for the actual laws of nature, quantum mechanical or not, but assumed to include laws involving chance.  To be specific, let L@ be a sentence which is the conjunction of these laws.  Because L@ is lawful, it has no chance of being false:  Ch(-L@)=0.  (Lewis derives this last claim from the Principal Principle; see the appendix for details.   But this claim is plausible even without demonstration.)  Now assume Mn is true at @ (a change from argument I) but that each of the n actual q-measurements occurs in the future.  Continue to suppose that q has a small but non-zero chance of yielding value r and that F describes non-actual worlds with pasts qualitatively identical to the actual world but with futures that diverge in ways allowed (with non-zero chance) by L@.  Notably, in these F-worlds, q is measured n times and always results in value r.  Presupposing the independence of the trials and the non-zero chance of r, we have that the chance of F is non-zero:  Ch(F)�0.  (For future purposes, the following simple subargument in support of Ch(F)�0 is worth noting.  If L@ is like quantum mechanics as usually interpreted, it will include a claim of the form Mn>Ch(F)=p.  So, the following argument is plausibly a good one for the case at hand:  Mn, Mn>Ch(F)=p, p�0 / therefore Ch(F)�0.)  But now a difficulty arises.  A possible world described by F involves a pattern of basic fact quite different from that of the actual world.  So, as before, F requires a different best system, indeed one that contradicts L@: FÖ-L@.
  So we have


(5)
Ch(-L@)=0


(6)
Ch(F)�0, and


(7)
FÖ-L@.

But (5) and (7) together imply


(8)
Ch(F)=0

which contradicts (6).  Once again, the MRLE view would seem to lead to absurdity.  Call this reductio, "argument II".

3.
A Proposed Solution

In this section, I will suggest a way to think about chance and laws involving chance which allows the best system approach to avoid the reductios of arguments I and II.  One way to set out this conception of chance and laws is in terms of the logical form of laws of chance.  That is the approach of the current section.


We have seen that chance attributions in quantum mechanics are hypothetical, of the form "the chance of result r for q is p, given that q is measured".  Again the usual symbolization of this form is in terms of a measurement-to-chance conditional:


M > Ch(val(q)=r)=p,

where "M" represents "q is measured".  However, I contend that we need to think of these hypothetical assignments in a way that requires a different logical form.  This argument is given for quantum mechanics in particular in my (1991a), but the basic idea can be understood without considering the details of quantum mechanics.  Consider instead coin flipping.  About a fair coin we would usually say that if flipped, it would have a chance of 1/2 for landing heads up:


Flipped > Ch(H)=1/2.


This basic (partial) history to chance conditional form works perfectly well for many coin flipping chance attributions--but not for all.  Whether it works or not will depend upon temporal aspects of the chance attributions.  Suppose for now that we are interested in current chances; so if t=now, we are concerned with chance at t (for different propositions).  Consider:

"If the coin were now flipped, it would have a chance to (in a moment) come up heads", i.e., Ft > Cht(Ht+,)�0.

This sentence, evaluated now at t, is plausibly true for a fair coin:  in all relevant worlds at time t, there is a chance that at t+, the coin comes up heads (with , a large enough amount of time for the coin to land).  Note that the consequent concerns the current chance for a future event.


Next consider a fair coin that in fact has not yet been flipped, but suppose counterfactually that it was flipped a moment ago.  It might have landed heads or tails.  And, quite intuitively, we should want at t to assign a probability of 50% to each of these current possibilities.  That is, Ht very plausibly has a current hypothetical probability (given the counterfactual hypothesis that it had been flipped) equal to 1/2.  Or, to put the point yet another way, the fair coin currently has equal propensities to now come up heads or tails (had it been flipped).  However, the standard (partial) history to chance conditional will not serve to underwrite this intuition:  "if the coin had just been flipped (so that it has just landed), then it would now have a 50% chance of being heads", i.e.,


(9) Ft-, > Cht(Ht)=½,

is false.  This sentence, (9), fails because its consequent assigns a non-trivial chance at t to a proposition not about the future of t.  (At the relevant Ft-, worlds, this would not be so--chance at t applies only to the future of t.)  At best we can assert something about the past chance for Ht:


(10) Ft-, > Cht-,(Ht)=½.

(For future reference, we may call (10) the fallback counterfactual, it gives a fallback position to (9) for the formulation of a chance statement about Ht.)


Despite the failure of (9), it is very natural to assign current (hypothetical) probabilities to the possibilities of the coin landing heads at t and of the coin landing tails at t.  That this can be done was the intuition which began the above paragraph.  But (10) is a hypothetical assignment of chance to Ht not for the current time t, but for past time t-,.  One can do better.  Utilizing the above intuition as motivation, I suggest that we should define a hybrid counterfactual/probability operator I will symbolize as ">p" (for variable "p").  Read "A>pB" as "if A were the case, then it would-with-probability-p be that B".  The idea, put roughly and for the case at hand, is that Ft-,>pHt is true at t iff of the relevant Ft-,-worlds, px100% are Ht-worlds.  (Of course, if the number of relevant Ft-,-worlds is infinite we have to postulate a measure on these worlds rather than simple percentages.  Details are found in Halpin, 1991a.)  Finally, it is the form Ft-,>½Ht with which I associate the current hypothetical chance of ½ that the fair coin would now have come up heads had it been tossed.  (I call this propensity "chance" because it is an objective probability that applies to the single case.  As we have just seen, however, with >p probabilities � 0 or 1 can apply to the present.  So, this is not chance in the ordinary sense which applies only to the unsettled course of future possibility.  Rather, with >p, what is unsettled or chancy is counterfactual possibility.  Or, to put the point differently, with ordinary chance what is unsettled is what will be, with >p what is unsettled is what would be.)


Although the >p counterfactual is of only minor interest for coin tossing probability ascription (in that context there is always the fallback formulation of (10)), it is of significant importance for quantum mechanical probability ascription.  As we have seen, quantum mechanics assigns probabilities to the results of (hypothetical) measurements of arbitrary physical quantity q.  The assignments (given a hypothetical measurement of q) are to statements of the form "valt(q)=r", i.e., "the value of quantity q at t is r".  Now, the same reasons we have given against (9) are reasons to think that

(11)
Mt > Cht(valt(q)=r)=p

is false:  The value of q at t is no longer chancy, but by t is settled.


Next, notice that the fallback position available for coin flipping is problematic for the quantum mechanical context:


(12)
Mt-, > Cht-,(valt(q)=r)=p,

will not work in general.  This is so because some quantum mechanical measurements would seem to give their results immediately; as soon as a measurement occurs, the result is in.  (As an example consider spin measurement.  Spin is measured by (a) sending a particle through an inhomogeneous magnetic field, and (b) detecting it in an upper location--spin value equals "up"--or detecting it in a lower location--spin value equals "down".   If (a) occurs without (b), so that a result is not settled, then no "reduction of the wave packet" occurs and so, at least on standard interpretive principles, no measurement has been accomplished.  For details, see Gibbons 1987, chapter 7.)  So, plausibly, in some cases there is no delay like that between the coin toss and the result upon landing.  Instead, as soon as the measurement occurs, its result is in and settled, hence not chancy.  So, (12) will not work for such cases:  At relevant Mt-,-worlds, the result at t is the result that comes in immediately at t-, when measurement occurs.  Hence the value is in no way chancy once the measurement occurs at t-,:  the consequent of (12) will not be true at relevant Mt-, worlds.


This last suggests a final alternative, "If the q measurement is about to occur, then the chance that it will result in value r is p":

(13)
Mt+, > Cht(valt+,(q)=r)=p,

But, I will argue, (13) is also not true in general.  By hypothesis, p is the probability for result r given q measurement that is determined by quantum mechanics from state N.  However, in the relevant Mt+,-worlds there may be more to chance than p.  This problem for (13) arises because the measurement that is (hypothetically) about to take place at t+, may itself be chancy, i.e., it may have a non-zero chance of not taking place.  (Sometimes the occurrence of a measurement is chancy in this way by design; more often it is inadvertent.)  So, in the relevant Mt+,-worlds, the chance of measurement result r depends on the combination of the chance of measurement occurring and the chance p, determined by N, of result r given measurement.
  In these worlds, then, the chance of result r is not simply p, so (13) is false.  (One might counter that (13) is adequate if understood as an idealization appropriate when the occurrence of a measurement is not itself chancy.  However, quantum mechanics does allow analysis of the case when measurement is chancy.  Our formulation of quantum mechanical probability assignment should do so as well.)


So, for lack of a fully viable alternative, I conclude that the proper analysis for quantum mechanical probability attribution of probability p assigned to quantity q, is the following:

(14)
M>pval(q)=r.

(This statement is to be understood to be evaluated at whatever time is relevant.  We have been concerned with the present time, t.  So, the whole sentence (14) and its antecedent should be evaluated at t.)  The advantages of (14) as reading of quantum mechanical probability assignment, then, include that it coherently gives a current probability assignment conditioned on the hypothesis that a measurement now occurs.  Thus, we have a straightforward interpretation of the quantum mechanical wave function without reference to measurements in the past or concern for the potential chanciness of the occurrence of the measurement itself.  And, perhaps just as importantly, laws involving chance of the form (14) utilizing >p, do not fall to the anti-MRLE arguments.  Or so I will argue.


The probabilistic conditional, >p, under consideration is like a quantitative might conditional.  We may say that if flipped, the coin might land heads:  FÍH.  On the semantics suggested in section 1, the latter simply means than in some of the relevant coin-is-flipped worlds, the coin comes up heads, i.e., -(F>-H) is true.  Now the probabilistic conditional simply introduces a probability measure defined on this same set of relevant, antecedent-satisfying worlds.  In general A>pC holds iff C is true at a measure p of the relevant A-worlds.  So, for both might and probabilistic conditionals, the truth of the conditional does not imply that the consequent is true in all the relevant antecedent satisfying worlds, nor does it imply that the consequent has any particular unconditional chance of being true in these worlds.  (The "p" within A>pC is an indicator of a property of the whole set of relevant A-worlds, it has nothing to do with unconditional chance within any of the individual members of this set.)  Finally, it is trivial from the above considerations to show that both sorts of conditionals fail to satisfy Modus Ponens.  It is clear that A and either AÍB or A>pB can hold at a world, say the actual world, yet B not hold.  Rather, B is just true at some of the other relevant A-worlds.  (Recall from section one that strong centering is rejected.)  Finally, we will use these facts about ">p" to see how the problems for the best systems approach described in section 2 can be solved if laws of chance are of the form (14).


There are two arguments to be disarmed.  Argument I shows that (1), MnÍF, and (3), FÖCh(A)=O, contradict (2), Mn>Ch(A)�O.  We get to the contradiction because (2) says that A has a chance in any relevant Mn-world, yet (1) and (3) indicate that in some of these Mn-worlds, (viz., those which satisfy F) the laws, including laws involving chance, would be different (because the best system would be different) and A would have no chance (contrary to (2)).  But with the suggested reformulation of laws involving chance, we must reformulate argument I; this gives:


(1)
MnÍF


(2')
Mn>pA,

and perhaps,


(3')
FÖ(Mn>-A).

But, again, (2') does not say anything about the chances in the M-relevant worlds--instead it implies something about the measure over the set of all these worlds.  So, (2') does not have implications about the laws or chances at the Mn-relevant worlds, hence allows that in some of these worlds the laws or chances assigned can be different from the laws or chances of the actual world (as the best system approach demands).  Furthermore, it is clear from this that (1), (2'), and (3') are semantically consistent:  They are all true at a world w with respect to which at least one relevant Mn-world satisfies F, a measure p of these same worlds satisfy A, and all F-worlds satisfy Mn>-A.  So long as w does not also satisfy F, all this can be modeled.  Hence, argument I, as reformulated in  terms of the probabilistic conditional, is no reductio of MRLE.  (But notice that on the MRLE-account, M-relevant worlds that satisfy F have laws contradicting actual laws.  This is because the futures of F worlds are different from the actual future in a systematic way with regard to the relevant frequencies.  So, as indicated by (3'), F-worlds verify Mn>-A but the latter is inconsistent with the presupposed actual law Mn>pA.  We will return to this potentially counterintuitive point in the next section.)


The second argument, II, of section 2 is also defeated given the >p reading of laws involving chance.  First note that this argument, (5) - (8), proceeds in terms of unconditional probabilities of the sort one does not have on the revised reading of chance, e.g., contrary to premise (6), which states that Ch(F)�O, we cannot say that F has a chance simpliciter--rather, on the new reading, quantum mechanical chance is defined only as a conditional chance via >p.  (Note also that the subargument in support of (6), i.e., Mn>Ch(F)=p, Mn, p�O / therefore Ch(F)�O, fails on the new reading--when we replace Mn>Ch(F)=p by Mn>pF--in part because Modus Ponens does not hold for >p.)  Given the new conception of chance, we get only


(6')
Mn>pF,

for p�0 and


(7)
FÖ-L@
(there being no obvious correlate for (5) once we have replaced unconditional chance with >p.
)  Now, (6') and (7) entail 


(8')
MnÍ-L@.

But (8') says only that the actual laws of nature fail in some Mn-worlds--not in the actual world.  Hence we have reached no contradiction.


Now, although the reading of chance in terms of >p has saved the best system approach from the reductios of section 2, this reading has not saved the best system account from a new potential absurdity.  In our reconsideration of both reductios given >p, we saw that laws of nature at some relevant Mn-worlds contradict actual laws.  (This occurs in relevant Mn-worlds satisfying F.)  So, the revised reading of chance is committed to the claim that if a q measurement is made, then it might be that the actual laws of nature would fail, i.e., MnÍ-L@, and -(Mn>L@), are counted as true.  Yet, Mn>L@ may seem trivially true; indeed most theories of counterfactuals validate Mn>L@ (under the heading of "legal conservatism").
  And other theories which allow divergence from actual law in relevant antecedent satisfying worlds, allow only one-time, temporary, small breaks with actual laws, not the wholesale change in law sometimes required by the best system account of laws.


Indeed, I believe there is a deep problem here--one that affects all best systems views, even those which do not involve laws of chance or chance at all.  This problem, and an attempt to extend the proposed solution of the current section, will be the subject matter of the next section.

4.
Perspectival Laws

The conclusion of the last section was that although the anti-MRLE arguments I and II of section two can be undercut if laws of chance are formulated with >p, a problem remains for the best system approach.  Briefly, if a sentence like M>pF is true, while (given the best system approach) F entails laws which are contrary to the actual laws L@ (so FÖ-L@ is true), then it follows from the semantics for the probabilistic conditional that M>q-L@ is true for some q, p<q.  (Alternatively, this argument can be given as MÍF, FÖ-L@ / therefore MÍ-L@.)  If these consequences seem counterintuitive, then Lewis' basic idea (that MRLE assigns non-actual laws to possible worlds allowed by actual law) continues to trouble the best systems approach even for laws of chance of form (14).  In any case, call this final attempt at a reductio of MRLE, "argument III".


The problem just described for MRLE and (14) may point to a general problem with best system accounts (a problem that may well apply, for instance, to Lewis' counterproposal for a best system account).  An argument to that effect is given in the next several paragraphs.  To begin, it is worth reiterating what I mean by "a fairly generic best system account of laws".  The idea behind such an account is that the set of all truths of a supervenience base is assumed (given specific standards) to have a best systematization; the deductive consequences of this system, then, are identified with the laws of nature.  Lewis' counterproposal, like MRLE, is of this form.


Now, in this and the next several paragraphs, I will use Lewis' basic idea to argue that even the general best system account just characterized leads to an absurdity, viz.  it counts counterfactuals with fairly typical antecedents (e.g., Mt) but rather strange consequents as true.  For the purposes of this argument, the antecedent Mt can continue to state (counterfactually) that a q measurement occurs at t (or, indeed, for current purposes it can stand for any other false proposition about time t that is not counter-legal).  Now there is no consensus on exactly how Mt determines relevant worlds, but this much seems clear:  The relevant Mt-worlds will be much like the actual world at t except that the former make Mt true; thereafter they evolve according to the (actual) laws of nature.  Typically, given the laws of nature as we know them, when two physically possible worlds differ (even just a little bit) at one time, they differ for all other times in more and more significant ways.  (The idea is that small differences "snowball", worlds physically similar to one another--e.g., close to one another in phase space--at one time, have courses of history which tend to diverge in an extreme fashion.  This is "chaotic" behavior.)  The point of this is that typical relevant Mt-worlds differ significantly from the actual world for the (infinite?) periods of time after t.  The totality or pattern of particular fact would be quite different.  Then, quite plausibly, some--indeed the typical--relevant Mt-worlds will have best systems quite different from L.  (One can give only a plausibility argument here--to do more would require a very precise formulation of the best system approach, knowledge of the details of the actual laws of nature, together with fabulous deductive capabilities to extrapolate physically possible states of the world at a time out into full possible worlds.  The argument, then for the Mt-relevant worlds having best systems quite different from that of the actual world must rest on the fact that typical relevant worlds are, because of the snowball effect, plausibly quite different from the actual world.)


From the foregoing, we may conclude that if a q measurement were made at t, the laws would (or, at least, might) be quite different.  So, if the above paragraph is correct, a best system account implies the truth of counterfactuals whose antecedents specify a rather minimal, localized change from actuality but whose consequents specify change to the whole system of law.  (Not a mere exception to the actual laws at time t, because the whole pattern of particular fact after t is altered.)  For example, in a quantum mechanical context in which a spin measurement does not actually occur, a best system account apparently counts "If a spin measurement were made at t, the laws of nature would be non-quantum mechanical" as true.  Yet, at very least, this counterfactual is absurdly unassertable.  Here, then, we have an attempt at a general reductio of any best system account; call it "argument IV".  (Note that the counterintuitive result of IV is weaker than the trouble for MRLE brought out by argument III at the beginning of the current section.  In this general case against a best system account, we claim only that the actual laws would fail to be laws--albeit in a major way--not that they would be false.  Still, this weaker claim may be nearly as counterintuitive.)


A closely related problem for a general best system account also has to do with changes of laws in counterfactual situations when compared to the actual world.  But this problem may point to a way to reformulate the best system account.  To see this problem, note that scientists often consider simple models of physical theories.  Frictionless planes, space-times without any inhabiting masses, perfectly elastic particles, and perfect measurement devices populate these idealized and simplified little worlds satisfying certain physical theories.  I pick one out (fairly arbitrarily) for consideration.  In this world, an idealized Newtonian planetary system, there are only two objects, two point particles one with mass 1024 Kg, and the other with a mass of 1 Kg.  The first particle is at rest, the second orbits the first with a constant radius of 109 meters.  (Actually, the described system only approximates a Newtonian planetary system because the first particle is stationary--still it is a good approximation because the first particle's mass is so much greater than the other particle's mass.  The correction for an exact solution could be easily accomplished with center of mass coordinates, but the slight error can be ignored here.  So, the argument that follows assumes that the described system is a model of Newtonian theory.)


Call the possible world just described "wn".  Now, we can easily and completely "systematize" the behavior of wn through time as follows (assuming standard units, Kg, meters, and seconds):

(15)
There are exactly two particles, with masses 1024 and 1, speeds 0 and (1016G)½�817 (respectively) moving in the x-y plane at a constant distance 

of separation = 108.


Notice that (15) is strictly stronger than Newtonian theory of gravitation (it completely describes a model of Newtonian theory; hence it entails the truth of Newton’s laws).  And it says ia great deal more--it specifies a universe of exactly two objects and precisely defines all motion.  Yet it is intuitively at least as simple as the general, conceptually more sophisticated, vector equations of Newtonian theory.  So, any best system account we have considered to this point will attribute (15) (or perhaps something still simpler), not Newtonian principles, to wn as laws of nature.  But this would seem counterintuitive; normally we would think of wn’s laws as Newtonian.


Moreover, there is a lot to be said in support of the claim that wn's laws are Newtonian.  First, wn is introduced as a Newtonian system, hence might seem to have Newtonian laws by stipulation.  Of course a best system theorist could respond by saying that though wn obeys Newtonian laws, it does not have Newtonian laws (i.e., Newtonian principles are true in the system wn, they just do not count as laws of that system).  But I do not think this response is satisfactory.  To see why, notice that physicists frequently evaluate counterfactuals with respect to a simple model like wn.  Consider, for instance, "If a new particle of mass m were moving in a circular orbit around particle one and with radius twice that of particle two, then its speed would be (2)-½ times the speed of particle two".  One would most naturally evaluate this counterfactual at wn by reference to Newton's laws, not to (15).  (We cannot evaluate this counterfactual in any interesting way when thinking about (15) as laws; its antecedent is counter-(15) because it postulates more than two particles.)  Hence, at least normally, wn is attributed Newtonian principles, not (15) as its laws.


Still, I do not think that any of this shows that the empiricist best system approach must be dismissed entirely.  To see why recall that the empiricist position here entertained holds that a world is fundamentally just a totality of basic fact.  These facts are supposed to determine laws, counterfactual truth, casual relations, etc.  So these latter are just supervenient upon the basic facts, not additional facts over and above the basic.  Bearing this in mind, I think we can see how the empiricist position remains tenable despite wn.  To begin, note that given our interests, it is natural to use wn as a model of Newtonian physics and assume its laws are Newtonian (e.g., when evaluating counterfactuals).  But, of course, wn is a model of many other theories (e.g., (15)) and, from the perspective of someone interested in one of these theories, it would be equally important to take wn to have the laws of this other theory.  So, if our empiricist does not think of wn as coming equipped with laws over and above the basic facts, he or she would seem forced by the argument regarding wn to take into consideration a number of perspectives, not just that of those interested in the best systematization of its basic facts.


Let us next generalize this point.  Any possible world is a model of many different theories.  If one of these is of special interest to us--with respect to wn we are especially interested in Newtonian physics--then we may tend to think of this system as "the laws" of that world.  But as long as we think of this world as be a totality of basic fact and not equipped with the metaphysical baggage of a set of laws in addition to, and over and above the basic facts, then the fact that there are incompatible systems of law attributed to a world indicates no contradiction but only that there are a number of competing perspectives to take on that world.  And such perspectives can depend as much on our interests as on the world in question.  This, in any case, is the lesson I wish to extract from the discussion of wn.


With this lesson in mind, we should begin to reformulate the best system account.  The idea (set out first in schematic form, then fleshed out) will be formulated so that the laws of w from perspective c will depend not only on the basic facts of w, but also on the basic facts of what will be called "the primary world of interest with respect to c" or simply "wc".  In a nutshell, we consider the best system, Lc, for wc, i.e., the system that gives the best combination of simplicity, strength, and statistical fit (as described by the MRLE account) for the basic facts of wc.  This system is then applied to w in ways described below; basically, Lc is attributed to w as its laws.  For example, when we evaluate wn as being Newtonian, we do so not for reasons that are wholly internal to wn, but because we see it as a model of the set of laws of a world of primary interest, viz. a Newtonian approximation of the actual world @.


The above schematic best system account needs to be fleshed out.  Begin to do so for laws attributed to @.  Here our perspective is normally one concerned with the basic facts of the actual world and their best systematization.  That is, the world we evaluate is the actual world, so w of the foregoing paragraph is here just @, and the world of primary interest in this context is also @.  Therefore, the set of laws for the actual world from this perspective is simply the set of deductive consequences of the best system for the basic facts of @.  From this normal perspective, the laws of the actual world are as MRLE would have them.


However, when judging lawfulness within non-actual worlds, there are a number of perspectives worth noting.  For our purposes we need consider only worlds w which are allowed by Lc, i.e., are among the models of the best system of the world of primary interest from the perspective c.
  Now, fairly typically, the primary world of interest is just @ with its laws L@, the best system for @.  On this, what we may call the standard perspective, the laws for w (a model of L@) are just L@.  (For example, given a world stage of a possible world, we would normally apply L@--as best we know the actual laws--to see how this world would evolve.)  Alternatively, we often have primarily in mind not @ but an idealized version of the actual world, perhaps a Newtonian version of our solar system.  From such a perspective, the world of primary importance has Newtonian laws and we judge that theory's models to have Newtonian laws.  The world wn in the context described above is a case in point.  Call such perspectives--those in which the world of primary interest is a variant of @ which is stipulated to obey certain laws--the stipulative perspective.  Finally, under what might be called the philosopher's perspective, we attribute to each world w a set of laws that is just the best systematization of the basic facts of w.  Under this perspective, we judge each world by its own lights.  This means that wc=w in the above schema.  (Note that the philosopher's perspective is the only one contemplated by the MRLE-approach.)


Consider again a world satisfying F.  We use it as a model of quantum mechanics and naturally describe it as having quantum mechanical laws.  This is the stipulative perspective.  But if we were not independently interested in quantum mechanics, we would feel no compulsion to so describe it.  (Again this assumes that we do not take laws as fundamental structures--we are considering how a best system theorist must understand worlds which are simply totalities of basic fact.)  Now, at least as philosophers we sometimes will and should consider a world described by F from the perspective of its inhabitants, so think of it in terms of its own best systematization:  the philosopher's perspective.  But either way we must remember that lawfulness is a matter of perspective constrained by little more than logical consistency; the system of laws attributed to a world must have that world as model.


Now we can see how to undermine the anti-MRLE argument that began the present section, argument III.  The premise that is to be questioned is FÖ-L@.  Note that this sentence is justified only given a particular perspective, the philosopher's perspective, (which is not the perspective of general interest).  Also note that the conclusions of argument III (either MÍ-L@ or M>q-L@, in either case saying that L@ is false in some relevant M-worlds) is not a problem from the philosopher's perspective.   On that perspective we expect the laws to be different in the M-worlds.  Only on the standard perspective do we think of the M-worlds as having the same laws as the actual world.  It should be clear, then, that the appearance of absurdity comes from accepting the premises on the philosopher's perspective, then illicitly reading the conclusion from the standard perspective.  (Much the same can be said about argument IV.  The conclusion that if Mt, the laws of nature would be very different, is justified only from the philosopher's perspective; but from that perspective it is not a problem.)  In this way the perspective sensitive best system account can overcome the problems with which the current section began.


To conclude we should see that the proposal of section three (that laws of chance be formulated in terms of (14) and >p) is intimately related to the current section's proposal (that laws are perspectival).  Indeed, I think, we do not have two separate proposals; instead the latter fleshes out the former.  What I mean by this last is simply that the perspectival proposal for lawhood shows us that sentences formulated with >p are context dependent to a rather great extent.  Counterfactual contexts are notoriously context dependent; but sentences like (14) have a special context dependence:  whether (14) is assigned true or not at w can depend in large measure on our interest in wc and Lc.  Moreover, (14)'s context dependence (unlike that of the old standard counterfactual assignments of probability like (12) - (14)) extends to the assigned probability p:  we have just seen that context (including perspective) determines not only the class of antecedent-satisfying relevant worlds but also the probability measure on these.


If this is right, then the laws of nature of a world w are determined by the basic facts of w but only presupposing a specific perspective.  That is the sort of Humean supervenience we have here--but it is all we should expect given that laws can be formulated with counterfactuals.  (Because of context dependence, counterfactuals can in general only be given a truth value assignment with respect to a context which includes interests.  The well known Caesar-in-Korea example is a case in point.  If Caesar had fought in Korea, would he have used catapults?  or atomic weapons?  A yes to either question can be correct, but only in appropriate--and different--contexts.  For example, it would be correct to say Caesar would have used catapults but not atomic weapons within a context focusing on Caesar's actual knowledge and propensities on the battlefield.  But a shift of our interests, so of context, will make the opposite answer the correct one.  In general, counterfactual truth supervenes on basic facts only presupposing a specific context to resolve their vagueness.)


I have just argued that the perspectival account of laws helps to clarify >p and (14).  But do we really need >p and (14) at all once we have the perspectival account?  It may appear that all the work done by >p and (14) to assist a best system account of laws involving chance, viz.  to undermine arguments I and II of section 2, can be done just as well with a perspectival account.  For example, premise (3) of I is FÖCh(A)=0, where by hypothesis F and A are both given a chance of realization given quantum mechanical laws.  The argument for (3) presupposes that Ch(A)=O is a consequence of the best system (in the "package deal" sense of MRLE) of a world described by F.  Because F-worlds are quite different from the actual world, their laws involving chance can be different; in particular they give no chance of A.  However, the perspectivalist can counter this last move by noting that, ordinarily at least, we export our laws when considering F-worlds.  So, from the standard perspective on an F-world, Ch(A)=O is not true, hence premise (3) is false.  (Note that this is almost identical to the move the perspectivalist makes against argument III; also note that a similar counter can be given to premise (8), FÖ-L@, of argument II.)


However, the perspectival approach to lawfulness does not make >p and (14) superfluous.  This is so because the perspectivalist counter to argument I (that given in the above paragraph) is not general enough:  this counter only points out the failure of I from the standard perspective.   However, argument I works as a reductio of MRLE whenever we both assign chance with (2), Mn>Ch(A)�O, and read the counterfactual from the philosopher's perspective; that is the argument of section 2 where the philosopher's perspective is implicitly assumed by the Lewis-style arguments.  Hence, so long as we wish to formulate laws of chance generally enough to encompass the philosopher's perspective, we need >p.


So, >p and (14) do work the perspectival account alone cannot do.  As well, even when standard contexts of evaluation can be assumed, (14)'s logical form (involving the clearly context-dependent probabilistic conditional) is a helpful reminder of the perspectival dependence of law and chance ascription.  Also, as discussed in section 3, >p and (14) allow what is plausibly the best formulation of quantum mechanical probability assignment.  So, with the perspectival account of laws together with the probabilistic conditional reading of laws involving chance, we would seem to have the beginnings of a plausible empiricism about probabilistic laws like those of quantum mechanics.

5.
Appendix

The reductios of MRLE discussed in section 2 were inspired by David Lewis but were not quite the arguments he gave.  Lewis' argument depends on what he calls the Principal Principle, here "(PP)" for short, the (putative) relationship between chance and reasonable credence.  Very roughly, the idea of (PP) is that if one ascribes a chance p to a proposition, then it is reasonable for that person to believe in that proposition to degree p.  (See Lewis, 1986, chapter 19.)


We will need to set out the principle a bit more precisely.  Let "admissible evidence at t" be any sentence either about times before t or about statements of law, e.g., hypothetical claims about chance.  (The latter sort of sentence describes chance on the hypothesis that a certain sequence of events has occurred.  For example, the quantum mechanical statement "if an electron has been prepared in the state of z-spin up, then it has a 50% chance of having x-spin down" is admissible.
)  In general, admissible evidence at t is about matters that by t are settled.  Inadmissible evidence says something about the future of t.  Now, the principle runs as follows:

(PP)  If P is a reasonable subjective probability function, x is a real number, X is the statement that the chance at t that A holds is x, and E is both admissible at t and compatible with A, then P(A/X&E)=x at t.

One easy application of (PP) has to do with L@.  Because L@ is a statement of all actual laws, it is admissible.  Then (PP) states that P(L@/Ch(L@)=x & L@)=x where x is the chance of L@.  But also, and trivially, P(L@/Ch(L@)=x & L@)=1.  Hence x, the chance of L@, is 1, so Ch(-L@)=O.  This, then, is the promised justification of premise (5) of argument II.


Lewis gives several versions of his argument against MRLE.  For our purposes, we may take the simplest version:

Let T be a full specification of history up to the present and of present chances; and suppose for reductio that F is a nonactual future, with some positive present chance of coming about, that would give a different present distribution of chances.  What is a reasonable credence for F conditionally on T?  Zero, because F contradicts T.  But not zero, by the Principal Principle, because it should equal the positive chance of F according to T.  This completes the reductio.  (1986, 130)

I take it that this argument is similar to argument II of section 2; in any case its premises seem to be


(16)
T,


(17)
TÖCh(F)�O

and


(18)
FÖ-T.

Note that (16) is a consequence of admissible evidence, so by (17), Ch(F)�O is too.  Hence, Lewis draws the conclusion that the credence, P(F/T), is not equal to zero by (PP).  But, to the contrary, no reasonable credence function can assign non-zero credence to F given T because, by (18), F implies a theory of chance contradicting that assigned by T.
 


Now, the perspectivalist best system account has a familiar response that defeats this reductio.  Premise (18), FÖ-T, is to be questioned just as FÖ-L@ was questioned in section 4 in the discussion of argument III.  FÖ-T is not true given normal perspectives (again because an F-world normally is to be attributed actual laws).  Only on the philosopher's perspective will (18) count as true.  But on that perspective it is plausible to think of laws of chance (and so T) as inadmissible at t.  The reason for this last is that, on the philosopher's perspective, the question of what laws are true at a world depends on the entire future.  From that perspective, and only from that perspective, the laws are not settled by time t.  But, if this is right, Lewis' reductio is blocked even from the philosopher's perspective:  (17) and (PP) cannot come into play.


Now, Lewis foresaw something like this last point.  He writes as follows.

I suppose the right move would be to cripple the Principle Principal by declaring that information about the chances at a time is not, in general, admissible at that time; and hence that hypothetical information about chances, which can join with admissible historical information to imply chances at a time, is likewise inadmissible.  The reason would be that, under the proposed analysis of chances, information about present chances is a disguised form of inadmissible information about future history--to some extent, it reveals the outcomes of matters that are presently chancy.  That crippling stops all versions of our reductio against positive present chances of futures that would yield different present chances.  I think the cost is excessive; in ordinary calculations with chances, it seems intuitively right to reply [sic.] on this hypothetical information. (1986, 130-1)

But for the perspectivalist best system account, the cost is not high.  The perspectivalist claims that normal perspectives do rely on (PP) and the admissibility of true theories of chance.  Only on the unusual philosopher's perspective must we cripple (PP).  So, just as Lewis writes in the last sentence quoted above, ordinary calculations with chance do rely on hypothetical information about chance.  But, again, ordinary calculations would reject premise (18), hence would not be committed to an absurdity.
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�.  Of course there are other notions of objective probability, e.g., those equating probability with either relative frequency, limits of relative frequency, or propensities, in each case defined over ensembles of systems.  However, when the context of interest is quantum mechanics, as in the present paper, chance seems the most popular and best defended option.  For some of the reasoning in this regard, see (Halpin, 1991a).


�.  The point about quantum mechanical probabilities is a little complicated.  Here I presuppose that the quantum mechanical analysis assigning probabilities to E takes into account all measurements on the system between t1 and t.  That way any reduction of the wave packet is considered by the analysis.


�.  It would be nice to remove reference to measurement from the principles of quantum mechanics, perhaps by treating measurement systems as complex quantum mechanical systems.  The result would be something like the usual treatment of radioactivity--reference only to chances for decay without mention of observers or measurement of the decay.  Unfortunately, for reasons of basic quantum mechanical principle, this apparently cannot be done within quantum mechanics as traditionally construed.  A traditional interpretation of quantum mechanics assumes that an isolated system has a unique state N which, via Schroedinger evolution, suffices to completely describe the system through future time.   The quantum measurement problem arises if we try to treat complex measurement apparatus-object systems in this way as well; such a quantum mechanical analysis fails to account for measurement results.  The argument for all this is to be found in quite general form in Fine (1970).  Conclusion:  we cannot analyze away the notion of a measurement in traditional quantum mechanical terms.  It is worth noting that non-traditional interpretations of quantum mechanics, e.g., Healey (1989) and van Fraassen (1991), attribute more than a single state to a quantum system and more than Schroedinger equation to the evolution of states.  Such a treatment may allow measurement to be analyzed.  Still, these authors are amenable to counterfactual treatment of quantum mechanical probability ascription.  For these reasons, the only laws involving chance treated here imply counterfactuals with antecedents about measurements.


�.  The symbol "Ö" is here taken to be an intensional, object language connective.  In accordance with the operative notion of supervenience, that from Lewis as described above, we define AÖB to be true at world w iff B is true in all the A-worlds within the inner sphere of w.  (Of course, in this definition I presuppose a fixed context of evaluation.  This is relevant to sections 4 and 5 below in which a number of relevant contexts are distinguished.)  The argument of the text presupposes that A and B are true at some worlds within the inner sphere and that the A-and B-relevant worlds are all in this sphere.


�.  In particular, F-worlds assign probability 1 to q result r, contrary to our hypothesis about the actual laws L@.





�.  Note that measurement does in fact occur in each of these Mt+,-worlds.  This by definition.  Still, in each, that it occurs may be chancy in the traditional sense that at each world at t, the future possibilities are unsettled with regard to the occurrence of a measurement.


�.  The closest I can come to a correlate to (5) using the probabilistic conditional is Mn>O-L@, i.e., that L@ fails in a set of measure O.  This is not plausibly the sort of statement given by statistical theories like quantum mechanics, so I do not consider it here.  However, I do consider a stronger premise, Mn>L@, in the following section.


�.  But see my (1991b) for an argument against these counterfactual theories which uphold legal conservatism and for the miraculous approach to counterfactuals.


�.  If w is not a model of Lc, then there are a number of ways laws may be applied to w.  One fairly common way is to modify Lc as little as possible so that it is consistent with w, then take the modified version to be the laws of w.  But details are not important here as such contexts will not be relevant to the arguments that follow.


10  As I have argued above in section 3, such quantum mechanics statements shall be understood to involve a special measurement counterfactual and >p.  I do not make this explicit here in the text of section 5 because >p stands in a complicated relationship to the Principal Principle.  For details, see section 7 of (Halpin, 1991).


�.  There may be a problem with the Lewis argument as just developed.  F does not really contradict T.  We only have FÖ-T:  no F-world within the inner sphere makes T true (see note 4).  But, then, might not a reasonable credence function assign non-zero probability to F&T?  (That is just non-zero credence for being at a world that happens not to be in the inner sphere.)  If I am right in this, and the answer is "yes", then there is a problem with the Lewis argument as it stands; but it can be easily fixed along lines Lewis has suggested elsewhere (1986, see pp. 112 and 129).  Idea:  consider the chance of F given by T (rather than the credence of F given T).  By (17), the chance of F given T is not equal to 0.  But by (18), this same chance is 0.  (As a matter of objective fact, if not of reasonable credence, F is incompatible with T.)  So, the contradiction would seem to follow in any case.  Notice too that this reconstrual of the Lewis argument is very close to argument II of section 2. 










